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TCI6636K2H
Multicore DSP+ARM KeyStone II SOC
Silicon Revisions 1.0, 1.1, 2.0, 3.0, 3.1

This document describes the silicon updates to the functional specifications for the TCI6636K2H fixed-
/floating-point digital signal processor. See the device-specific data manual for more information.

1 Device and Development Support Tool Nomenclature
To designate the stages in the product development cycle, TI assigns prefixes to the part numbers of all
devices and support tools. Each family member has one of two prefixes: X or [blank]. These prefixes
represent evolutionary stages of product development from engineering prototypes through fully qualified
production devices/tools.

Device development evolutionary flow:
• X: Experimental device that is not necessarily representative of the final device's electrical

specifications
• [Blank]: Fully qualified production device

Support tool development evolutionary flow:
• X: Development-support product that has not yet completed Texas Instruments internal qualification

testing.
• [Blank]: Fully qualified development-support product

Experimental (X) and fully qualified [Blank] devices and development-support tools are shipped with the
following disclaimer:
• Developmental product is intended for internal evaluation purposes.

Fully qualified and production devices and development-support tools have been characterized fully, and
the quality and reliability of the device have been demonstrated fully. TI's standard warranty applies.

Predictions show that experimental devices (X) have a greater failure rate than the standard production
devices. Texas Instruments recommends that these devices not be used in any production system
because their expected end-use failure rate still is undefined. Only qualified production devices are to be
used.

TI device nomenclature also includes a suffix with the device family name. This suffix indicates the
package type (for example, AAW), the temperature range (for example, blank is the default case
temperature range), and the device speed range, in Megahertz (for example, blank is 1000 MHz [1 GHz]).

For device part numbers and further ordering information for TCI6636 in the AWW package type, see the
TI website www.ti.com or contact your TI sales representative.

http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D
http://www.ti.com
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2 Package Symbolization and Revision Identification
The device revision can be determined by the lot trace code marked on the top of the package. The
location of the lot trace code for the AWW package is shown in Figure 1. The figure also shows an
example of TCI6636 package symbolization.

Figure 1. Lot Trace Code Example for TCI6636K2H (AWW Package)

Silicon revision correlates to the lot trace code marked on the package. This code is of the format #xx-
#######. Note that there may be an additional leading character (not shown in this example) and xx may
actually be two or three characters. If xx is 10, then the silicon is revision 1.0. Table 1 lists the silicon
revisions associated with each lot trace code for the TCI6636 devices.

Table 1. Lot Trace Codes

Lot Trace Code (xx) Silicon Revision Comments
10 1.0 Initial silicon revision
11 1.1 Silicon revision 1.1
20 2.0 Silicon revision 2.0
30 3.0 Silicon revision 3.0
31 3.1 Silicon revision 3.1

The TCI6636 device contains multiple read-only register fields that report revision values. The JTAG ID
(JTAGID) and C66x CorePac Revision ID registers allow the customer to read the current device and CPU
level revision of the TCI6636.

The JTAG ID register (JTAGID) is a read-only register that identifies to the customer the JTAG/Device ID.

The C66x CorePac Revision ID register is a read-only register that identifies to the customer the revision
of the C66x CorePac. The value in the VERSION field of the C66x CorePac Revision ID Register changes
based on the version of the C66x CorePac implemented on the device. More details on the C66x CorePac
Revision ID register can be found in the part-specific data manual.

Table 2 shows the contents of the C66x CorePac REVID Register, and the JTAGID register for each
silicon revision of the TCI6636 device.

Table 2. Silicon Revision Variables

Silicon Revision
C66x CorePac REVID Register (address

location: 0x0181_2000)
TCI6636 JTAGID Register

(address location: 0x0262_0018)
1.0 0x0009_0000 0x0b98_102f
1.1 0x0009_0002 0x1b98_102f
2.0 0x0009_0003 0x2b98_102f
3.0 0x0009_0003 0x3b98_102f
3.1 0x0009_0003 0xbb98_102f

http://www.ti.com
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More details on the JTAG ID and CorePac Revision ID Registers can be found in the device-specific data
manual.

http://www.ti.com
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3 ARM-Specific Information
This document does not list the errata for Cortex™-A15 MPCore. For the latest information regard ARM
issues, please see the following ARM web pages:

For the latest information regarding ARM issues that may not be addressed in this errata document, see
the following ARM Web pages:
• http://infocenter.arm.com/help/index.jsp
• http://infocenter.arm.com/help/index.jsp?topic=/com.arm.doc.set.cortexa/index.html

Table 3 provides the ARM Cortex-A15 MPCore processor version and REVIDR used by the TCI6636.

Table 3. Cortex-A15 Processor Version and REVIDR

SoC A15 Version ARM REVIDR
TCI6636K2H PG1.1 r2p4 0x0002 (Bit 1 = 1)
TCI6636K2H PG2.0 r2p4 0x020A (Bits 1, 3, 9 = 1)
TCI6638K2H PG3.0 r2p4 0x020A (Bits 1, 3, 9 = 1)
TCI6638K2H PG3.1 r2p4 0x020A (Bits 1, 3, 9 = 1)

The ARM product revision rmpn indicates the major and minor revision status of the ARM core incorporated
in this device. Additionally, for a specific product revision a few additional erratum may be fixed, which can
be determined by reading the ARM REVIDR register where a set bit indicates that the erratum is fixed in
this ARM revision. A combination of this information can be used when referring to the ARM Processor
Cortex™-A15 MPCore – Product Errata Notice documentation to infer the erratum applicability to this
device.

The definition of the Revision ID Register can be found at the following location:
• http://infocenter.arm.com/help/index.jsp?topic=/com.arm.doc.ddi0438i/CIHEJBDJ.html

4 Silicon Updates
lists the silicon updates applicable to each silicon revision. For details on each advisory, click on the link
below.

Table 4. Silicon Revision 1.0, 1.1, 2.0, 3.0, and 3.1 Updates

Category Silicon Update Advisory See
Applies To Silicon Revision

1.0 1.1 2.0 3.0 3.1
ROM Boot ROM Missed EMIF PHY Configuration

Registers
Advisory 1 X

NOR XIP Execution in Parallel (XIP) from NOR Flash
on ARM Does Not Work

Advisory 2 X X X X X

Boot ARM L2 Latency is Not Set Correctly Advisory 3 X
SRIO SRIO Boot Mode Packet DMA Cleanup

Missing
Advisory 4 X

Sync-E Sync-Ethernet Push Event IO Control Tie-
Off Incorrect

Advisory 5 X

ROM EMIF Boot (NOR flash) Mode Not Working
When ARM Master Boot

Advisory 8 X

ARM 1.4-Ghz ARM is Not Supported Advisory 9 X
DDR3 DDR3A Lanes 5 and DDR3B Lane 8 Have

PHY to PUB DFI Hold Time Failures
Advisory 10 X

TAC Simultaneous Write to SPM by Fetcher and
VBUS Causes Fetch Write to be Lost

Advisory 11 X

SRIO Corruption of Control Characters In SRIO
Line Loopback Mode

Advisory 13 X X X X X

Hyperlink HyperLink Temporary Blocking Advisory 14 X X X X X
Reset RESETSTAT Signal Driven High Advisory 15 X X X X X

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D
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Table 4. Silicon Revision 1.0, 1.1, 2.0, 3.0, and 3.1 Updates (continued)

Category Silicon Update Advisory See
Applies To Silicon Revision

1.0 1.1 2.0 3.0 3.1
SRIO SRIO Control Symbols Are Sent More Often

Than Required
Advisory 16 X X X X X

CCS System Reset Operation Disconnects SoC
from CCS

Advisory 17 X X X X X

TAC Incorrect Output from TAC for HS-PDSCH
and P-CCPCH Channels in Certain
Spreader Allocation Sequences

Advisory 18 X X X X X

ARM ARM CorePac Power Down and
Hibernation Modes Not Supported

Advisory 19 X X

DDR3 False DDR3 Write ECC Error Reported
Under Certain Conditions

Advisory 20 X X X X X

DDR3 DDR3 Leveling Issue Advisory 21 X X
PCIe PCIE MSI/Legacy IRQ Does Not Work for

Root Complex
Advisory 22 X X X X X

DDR3 SES Port Should Only be Used for DDR3A
Accesses

Advisory 23 X X

PCIe Descriptors Placed in PCIe Memory Space
can Cause Problems

Advisory 28 X X X X X

10GbE 10GbE PCS Causes Data Corruption Advisory 29 X X X X X
10GbE 10GbE PCB Channel Loss Limited to 20 dB Advisory 30 X X X X X

HyperLink HyperLink Channel Loss Advisory 31 X X X X X
NSS NSS Rate Limit Mismatch Advisory 32 X X X X X

HyperLink HyperLink Data Rate Limited to 40Gbaud
Issue

Advisory 33 X X X X X

DDR3 DDR3 Limited to Highest Data Rates Due to
Possibility of PLL Instability During
Temperature Changes After Startup

Advisory 34 X X X

DDR3 Restrictions on DDR3 PLL Configuration
And DDR3nCLK to Eliminate DDR3 Errors
Due to PLL Dynamic Phase Offset

Advisory 35 X X X

TeraNet Two Masters Accessing Two C66x CorePac
L2 Memories Can Cause TeraNet Hang

Advisory 36 X X X

USB USB3.0 PHY Does Not Meet USB
Specification: Rev 3.0 RX Jitter Tolerance
Mask

Advisory 37 X X X X X

PCI PCI-Express Hot Reset Not Handled During
Boot

Advisory 38 X X X

CPSW CPSW Stall if Duplex Changes During
Transmission

Advisory 39 X X X X X

ROM NAND Boot Failure When Booting Single
Block Backup Images

Advisory 40 X X X

ROM NAND Boot Failure With Bit Errors in ECC Advisory 41 X X X
ROM ARM Ethernet Boot Reinitializes the Switch

With Reset Isolation Enabled, Which May
Cause Lockup

Advisory 42 X X X

SerDes SerDes RX Adapts to a BOOST Value of 0
and Cannot Move From a Value of 0

Advisory 44 X X X X X

PCIe PCIe link power states other than L0 are not
supported on some Keystone II SOCs

Advisory 45 X X X X X

QMSS Queue Diversion Failure Advisory 46 X X X
ROM SGMII, SRIO, Hyperlink, and PCIe boot

may fail on some devices
Advisory 47 X X X X

SPI SPI Boot Size Limitation, C66x Master Boot Usage Note 1 X
ARM ARM Core Hangs if Timer is Accessed

While ARM Core is in Wait-In-Reset State
Usage Note 2 X X

http://www.ti.com
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Table 4. Silicon Revision 1.0, 1.1, 2.0, 3.0, and 3.1 Updates (continued)

Category Silicon Update Advisory See
Applies To Silicon Revision

1.0 1.1 2.0 3.0 3.1
Debug Debug System (DebugSS) Trace Buffer

(TBR) EDMA via System Port is not
Functional

Usage Note 3 X X

Boot ARM Boot Can Fail When Interrupt Enabled Usage Note 4 X X
Boot Boot I2C Frequency Incorrect Usage Note 5 X X X X X

DDR3 Access to DDR3 Without Configuring PHY
Properly Can Cause Hang

Usage Note 6 X X X X X

Power C66x CorePac and ARM CorePac AVS
Rails

Usage Note 7 X X X X X

AIF AIF2 LTE 3MHz and 1.4MHz Support Usage Note 8 X X X X X
Power Core Wake Up on RESET Usage Note 9 X X X X X

I2C I2C Bus Hang After Master Reset Usage Note 10 X X X X X
PLL Minimizing Main PLL Jitter Usage Note 11 X X X X X
AIF Packet DMA Clock-Gating for AIF2 and

Packet Accelerator Sub-System
Usage Note 12 X X X X X

QMSS Packet DMA Does Not Update RX PS
Region Location Bit

Usage Note 13 X X

QMSS Queue Proxy Access Usage Note 14 X X X X X
VCP2 VCP2 Back-to-Back Debug Read Usage Note 15 X X X X X
AIF AIF2 CPRI FastC&M Restrictions Usage Note 16 X X X X X

Power Initial Voltage Level Setting of CVDD Rail
Power Supplies

Usage Note 17 X X X X X

Debug DEBUGSS CTTBR ID Period Functionality
Issue

Usage Note 18 X X

Boot Boot Mode Change by Writing to DEVSTAT
Register Does Not Survive Warm Reset

Usage Note 19 X X X X X

Hyperlink HyperLink 0 and HyperLink1 PRIVIDs Not
Generated by the HyperLink IP

Usage Note 20 X X

USB USB EP15 Not Supported Usage Note 21 X X
Boot C66x Boot ROM Does Not Detect a Local

Reset Properly
Usage Note 22 X X X X X

Boot BOOTCOMPLETE Not Functional when
ARM CorePac is a Boot Master

Usage Note 23 X X X X X

Power Clock Alignment Issue When in Reset
Isolation Mode

Usage Note 24 X X X X X

USB USB Hangs When Doing a Master Access
to Reserved Space

Usage Note 25 X X X X X

10GbE Device Hang if 10GbE PCS Registers are
Accessed After Performing a 10G Lane
Reset

Usage Note 27 X X X

SerDes SerDes Fails to Adapt RX BOOST
Equalization

Usage Note 28 X X X X X

http://www.ti.com
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KeyStoneII.BTS_errata_advisory.1
Boot ROM Missed EMIF PHY Configuration Registers

Revision(s) Affected 1.0

Details Boot ROM missed initializing some EMIF PHY Configuration registers.

On PG1.0 Boot ROM, the built-in DDR3 PHY configuration for the DWCPUB PHY does
not include values needed for PHY Config. The following values are needed to support
configuring the PHY registers:
• DDR3A_PLLCR offset 0x00000018
• DDR3A_DSGCR offset 0x00000040
• DDR3A_ZQ0CR1 offset 0x00000184
• DDR3A_ZQ1CR1 offset 0x00000194
• DDR3A_ZQ2CR1 offset 0x000001A4
• DDR3A_ZQ3CR1 offset 0x000001B4

Workaround If the non-default values are required in these registers, a two stage boot must be used.
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KeyStoneII.BTS_errata_advisory.2
Execution in Place (XIP) from NOR Flash on NOR XIP Does Not Work

Revision(s) Affected 1.0, 1.1, 2.0

Details ARM cannot perform direct execution from a parallel NOR flash connected via ASYNC
EMIF.

On these devices, ARM cannot perform direct execution from a parallel NOR flash
connected via ASYNC EMIF. Direct execution from a parallel NOR flash does not work
as ARM always generates 64-byte cacheline wrap mode accesses to EMIF. This is
irrespective of marking this memory region as Device or Strongly Ordered as confirmed
by ARM. ASYNC EMIF does not support 64-byte cacheline wrap accesses and therefore
generates a bus error on receiving it. This causes an abort to happen in ARM. The ARM
is, however, able to read data from a parallel NOR flash connected via ASYNC EMIF.

Workaround None. If code is stored on NOR flash, it must be copied from the NOR to another
memory area and executed from there.
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KeyStoneII.BTS_errata_advisory.3
ARM L2 Latency is Not Set Correctly

Revision(s) Affected 1.0

Details ARM L2 Latency is not set correctly in the Boot ROM

In PG1.0 devices, the boot ROM did not change the default value of L2 latency in the L2
Control register. The default value is 0 (which means two cycles). The required value is
3 (which means 4 cycles).

Workaround Either use one of the C66x boot modes or the I2C or SPI boot mode in ARM master boot
mode which does not setup the ARM PLL. Once the boot is done, the PLL can be
changed and the latency setup can be programmed accordingly.

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D


www.ti.com Silicon Updates

15SPRZ399D–June 2013–Revised May 2017
Submit Documentation Feedback

Copyright © 2013–2017, Texas Instruments Incorporated

TCI6636K2H Multicore DSP+ARM KeyStone II SOC Silicon Revisions 1.0,
1.1, 2.0, 3.0, 3.1

KeyStoneII.BTS_errata_advisory.4
SRIO Boot Mode Packet DMA Cleanup Missing

Revision(s) Affected 1.0

Details The issue is within the Boot ROM. In SRIO Boot Mode, the Packet DMA is not torn down
when the SRIO boot is complete.

On PG1.0 devices, in SRIO boot mode, the boot ROM did not perform the Packet DMA
cleanup (the Packet DMA is not torn down) when the boot is complete. All queues are
emptied and the QM is torn down, but the Packet DMA is left up.

Workaround Before reconfiguration, the existing configuration should be torn down.
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KeyStoneII.BTS_errata_advisory.5
Sync-Ethernet Push Event IO Control Tie-Off Incorrect

Revision(s) Affected 1.0

Details The tie-off for IO control for the two Sync-Ethernet Push Events is connected incorrectly
in the design.

On PG1.0 devices, the tie-off for IO control for the two Sync-Ethernet Push Event
(TSPUSHEVT0 (PPS Push Event from GPS for IEEE1588) and TSPUSHEVT1 (Push
Event from BCN for IEEE1588)) IOs is connected incorrectly in the design.
Consequence of this is that the TSPUSHEVT0 and TSPUSHEVT1 pads are being forced
to outputs when not in reset, and thus cannot be selected as inputs. These pads are
functionally used as inputs.

Workaround None.
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KeyStoneII.BTS_errata_advisory.8
EMIF Boot (NOR flash) Mode Not Working When ARM Master Boot

Revision(s) Affected 1.0

Details EMIF (NOR flash) boot does not work when ARM is the boot master.

Because ARM cannot perform direct execution from a parallel NOR flash connected via
ASYNC EMIF the boot mode EMIF (NOR flash) on this version of the device does not
work when ARM is the boot master. The boot failed because the ROM boot loader
simply branched to an address in the NOR to execute code stored on the NOR. This
was how boot mode works in later versions of the device because the ROM boot loader
instead copies to the code image from the NOR to internal memory and then executes
the code copy.

Workaround Use C66x boot master if NOR flash boot is required.
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KeyStoneII.BTS_errata_advisory.9
1.4 GHz ARM is Not Supported

Revision(s) Affected 1.0

Details 1.4 GHz ARM is not supported silicon revision listed in the table.

The ARM cannot fully function at 1.4 GHz with core power supplies of 900 mV nominal
voltage.

Workaround Run the ARM at a 1.2 GHz.
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KeyStoneII.BTS_errata_advisory.10
DDR3A Lanes 5 and DDR3B Lane 8 Have PHY to PUB DFI Hold Time Failures

Revision(s) Affected 1.0

Details

DDR3A Bit Errors in Data Byte Lane 5
It has been observed that operating DDR3A in 64-bit mode results in occasional read
errors. The problem is observed across all frequencies of operation.

The read errors occur across byte lane 5 of the DDR3A interface due to hold time
violations on the DFI interface between the PHY Utility Block and SDRAM PHY on this
specific byte lane. Since the hold violations are only on byte lane 5, this issue impacts
only 64-bit DDR3A operation and not 32-bit or 16-bit DDR3A operations.

Table 5. DDR3A

72 bit with ECC Nonfunctional
64 bit without ECC Nonfunctional
36 bit with ECC Functional
32 bit without ECC Functional
16 bit without ECC Functional

Workaround The only stable work around available at this time is to operate the DDR3A interface in
32-bit or 16-bit mode. These configurations would ensure the faulty byte lane is never
activated.

Details

DDR3B Bit Errors in ECC Byte Lane
It has been observed that error correction is currently nonfunctional on the DDR3B
interface. Turning on ECC during DDR3B operation results in occasional read errors as
a result of miscalculated ECC values.

Table 6. DDR3B

72 bit with ECC Nonfunctional
64 bit without ECC Functional
36 bit with ECC Nonfunctional
32 bit without ECC Functional
16 bit without ECC Functional

Workaround The only stable work around available at this time is to operate DDR3B interface in non
ECC mode. This configuration would ensure the faulty byte lane is never activated.
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KeyStoneII.BTS_errata_advisory.11
Simultaneous Write to SPM by Fetcher and VBUS Causes Fetch Write to be Lost

Revision(s) Affected 1.0

Details TAC produces incorrect output in an access slot or a frame or a sub-frame for a fetching
spreader when there is a collision on a TAC clock cycle between TAC fetch process’s
write of access slot/frame/sub-frame header fields to the spreader’s SPM and software’s
write to any spreader’s SPM word.

TAC spreader overview: TAC supports WCDMA downlink operations conforming to 3GPP physical layer
specifications.

TAC has several internal hardware components the most important of which are the
spreaders. Spreaders are responsible for spreading and scrambling operations for
different channels while also interacting with other TAC internal hardware components to
perform supplementary operations such as gain application or diversity weight
application for the channels. Each spreader may be independently configured to process
a specific WCDMA physical layer channel type.

The configuration of a spreader is through its control memories: spreader parameter
memory (SPM) and spreader request memory (SRM).
• SPM supports configuration of channel type and parameters specific to the channel

type. For example, a spreader may be configured to be of DPCH channel type by
setting the channel type field of the spreader’s SPM to DPCH. Further, parameters of
DPCH channel type such as channel time offset, modulation scheme, and input
frame buffer pointers can be configured in the SPM.

• SRM is used to configure when the spreader has to change state (such as changing
from active from idle) and also whether the spreader must produce output for one
output stream or two output streams.

Spreaders may be fetching or non-fetching depending on whether the channel type
needs to fetch and process input data or not. P-SCH, S-SCH, P-CPICH and S-CPICH
channel spreaders are non-fetching while other channel spreaders are fetching. In case
of fetching spreaders, the input data is prepared by an external source (software) in
memory on an access slot/frame/sub-frame basis and processed by the spreaders as
such. Access slot-based channels include AICH and E-AICH channels, frame based
channels include P-CCPCH, S-CCPCH, PICH, MICH, DPCH and F-DPCH while sub-
frame-based channels include HSPA channels (HS-SCCH, HSPDSCH, E-HICH/RGCH,
E-AGCH).
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The input data for each access slot/frame/sub-frame consists of a header and a payload.
Part of the fetch process for a spreader consists of writing some fields from access
slot/frame/sub-frame header to the SPM. Some header fields are written to SPM
because 3GPP specifications require such fields to be changeable on an access
slot/frame/sub-frame basis, and the values of these fields in the header affect the
spreader data path behavior for that access slot/frame/sub-frame. The following are
fields of header that are written to the SPM by the fetch process:

Channel type Fetched header fields written to SPM
DPCH Slot mask, DTX, compressed mode type, nextBlockPtr
MICH/PICH/P-CCPCH Channel gain, DTX
S-CCPCH* DTX, nextBlockPtr
F-DPCH Slot mask, DTX
AICH/E-AICH DTX
HS-PDSCH Message handler RLS Id, Channelization code, Modulation, DTX, diversity mode, nextBlockPtr
HS-SCCH Diversity mode, DTX
E-HICH/RGCH DTX
E-AGCH DTX
* Even though for S-CCPCH, Channel gain field is written by header fetch process to SPM in every frame, Channel gain field is not
affected by the current TAC silicon bug.
Note that SPM has other fields written by software at channel setup time that do not change on an access slot/frame/sub-frame
basis.
The current silicon bug relates to writes to SPM by the fetch process and writes to SPM by software.

TAC silicon bug: When the TAC clock cycle in which the TAC fetch process writes the fields of an access
slot/frame/sub-frame header to a spreader’s SPM coincides with the TAC clock cycle in
which software writes to SPM of any spreader, then the write by the header fetch
process will not happen.

Note that a fetching spreader fetches header periodically on an access slot/frame/sub-
frame basis as long as the spreader’s data path processing (spreading/scrambling
operations) is active. However, writes to SPM by software to configure a spreader are
random (determined by base station system scenarios).

Bug consequences: If the current TAC bug results in a missing write to SPM by the header fetch process in
an access slot/frame/sub-frame, this may cause incorrect output from the spreader for
that access slot/frame/sub-frame. Specifically, in case of a missing write to SPM by the
header fetch process, the spreader data path uses the same values for above header
fields in the access slot/frame/sub-frame (N) as were used two access slots/frames/sub-
frames before (N-2). The TAC silicon bug does not have any consequence if the values
of above header fields are not expected to change across access slots/frames/sub-
frames (specifically, if the system populates header values for access slot/frame/sub-
frame N that has missing header fetch write same as access slot/frame/sub-frame N-2).

Writes to SPM by software happen when a new channel needs to be set up in the
system or an existing channel needs to be reconfigured with new parameters. While the
writes to SPM by software can be at random times, the likelihood of a missing write to
SPM by the header fetch process is greater in an HSPA scenario compared to a non-
HSPA scenario. This is because in case of an HSPA scenario, header fetches are more
frequent (sub-frame basis) than in the case of frame-based channels. Also, the likelihood
is more in a system where there are frequent HSPA reconfigurations (more writes to
SPM by software) than in a system where that is not the case.

Workaround None
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KeyStoneII.BTS_errata_advisory.13
Corruption of Control Characters In SRIO Line Loopback Mode Issue

Revision(s) Affected 1.0, 1.1, 2.0

Details The SRIO physical layer is configured in line-loopback mode on a per-port basis, by
setting the LLB_EN bit in PLM_SP(n)_IMP_SPEC_CTL register. In line-loopback mode,
the data from the SerDes receiver is looped back to the SerDes transmitter. Figure 2
shows the line loopback from SerDes RX to SerDes TX.

Figure 2. SRIO SerDes in Loopback Mode

The port does not provide any clock compensation when line loopback is enabled. The
transmit clock must be externally synchronized with the receive clock. There is only a
small FIFO that can compensate for PLL jitter or wander. Hence, correct operation of
line loopback requires that the link partners use the same reference clock for the SRIO
physical layer, in order to avoid overruns or underruns due to clock frequency mismatch
between the link partners. As a result, line loopback mode is generally restricted to
validation and qualification of board signal integrity in a lab environment.

When line loopback is enabled on one or more SRIO ports, any valid 10b code group
that decodes to an illegal control character as defined by the RapidIO Specification
(Revision 2.1) and whose most significant bit is 0, will be corrupted on transmission. This
issue can be summarized as follows:
• 10b code group -> Legal control character -> No problem
• 10b code group -> Illegal control character and most significant bit is 0 -> Corruption

Workaround Instead of using PRBS sequences, users can qualify boards by using RapidIO-compliant
data on the link and monitoring either per-lane error counters or port-level error counters.
RapidIO-compliant data is less stressful than PRBS sequences, as the RapidIO-
complaint 10b data has shorter 0s and 1s run lengths than PRBS sequences. Hence,
RapidIO-compliant data represent a more accurate stimulus for this test. This should be
acceptable for users whose RapidIO links are of short reach, which can be either 20 cm
+ 1 connector or 30 cm without a connector.
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KeyStoneII.BTS_errata_advisory.14
HyperLink Temporary Blocking Issue

Revision(s) Affected 1.0, 1.1, 2.0

Details A HyperLink temporary blocking condition can exist when a local device is reading from
a remote device so heavily that the responses from the remote device keep the
response path continuously busy. Because responses have a higher priority than
outgoing commands, the remote device is temporarily unable to send commands to the
local device.

Workaround 1: Use a push messaging model instead of pull.

Workaround 2: If a pull model is needed, schedule breaks so the return path is not continuously busy.
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KeyStoneII.BTS_errata_advisory.15
RESETSTAT Signal Driven High Issue

Revision(s) Affected 1.0, 1.1, 2.0

Details The RESETSTAT output signal should be driven low when a reset is applied and held
low until the reset cycle is complete. If the device is using power sequencing where the
1.8 V (DVDD18) is present before the AVS core voltage (CVDD), the RESETSTAT
signal may be driven high erroneously during the time between when DVDD18 is present
and the CVDD is present.

Workaround One workaround is to use the CVDD before DVDD18 in the power sequencing. An
alternative workaround is to ignore the RESETSTAT signal if the CVDD is not present
during the power sequencing.
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KeyStoneII.BTS_errata_advisory.16
SRIO Control Symbols Are Sent More Often Than Required Issue

Revision(s) Affected 1.0, 1.1, 2.0

Details Control symbols are SRIO physical layer message elements used to manage link
maintenance, packet delimiting, packet acknowledgment, error reporting, and error
recovery. Control symbols are used to manage the flow of transactions in the SRIO
physical interconnect. The SRIO input status control symbols communicate the status of
the physical link and packets in flight between the two SRIO link partners.

The bandwidth of the SRIO link is reduced because status control symbols are sent
more often than required. Worst case impact is a 2.73 percent reduction in bandwidth for
a 1× port operating at 1.25 Gbaud. This impact is reduced to 0.1 percent for a 4× port
operating at 5 Gbaud. More details about this impact on various lane speed and port
configurations can be found in Table 7.

Table 7. Impact on Various Lane Speeds

Lane Speed (Gbaud)
Percentage of Bandwidth Reduction

1x Port 2x Port 4x Port
1.25 2.73 1.37 0.68
2.5 1.17 0.59 0.29
3.125 0.86 0.43 0.21
5.0 0.39 0.20 0.10

Workaround None
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KeyStoneII.BTS_errata_advisory.17
System Reset Operation Disconnects SoC from CCS Issue

Revision(s) Affected 1.0, 1.1, 2.0

Details CCS connection to targets will fail after system reset issued via CCS. CCS connection to
targets will also fail after RESET reset of the device. A system reset, issued from CCS or
by the RESET pin, can cause power reset to all C66x Corepacs and can cause the
hardware states of debug logic (including hardware breakpoints) to get cleared. The
result is that any existing CCS connection to those targets will get corrupted, terminating
further access to the target.

Workaround 1: A new configuration option called Domain Power Loss Mode is added in the CCS target
configuration for enabling the debug software to detect and handle the power loss event
automatically.

To enable this option, in the CCS target configuration window, click on the sub-path of
ICEPICK_D for each individual C66x Corepac. Then click on the property option Domain
Power Loss Mode and select Auto.

The support for this new option will be released in the emupack update v5.0.586.0 or
newer, patched to CCS5.1 GA.

Workaround 2: Before issuing a system reset, disconnect CCS from all DSP targets, issue the system
reset, then reconnect CCS to the targets to continue debug operations.
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KeyStoneII.BTS_errata_advisory.18
Incorrect Output from TAC for HS-PDSCH and P-CCPCH Channels in Certain
Spreader Allocation Sequences Issue

Revision(s) Affected 1.0, 1.1, 2.0

Summary: In certain sequences of allocation of spreaders of TAC, TAC produces incorrect output
for HS-PDSCH and P-CCPCH channels.

Details For HS-PDSCH:
3GPP release 5 introduced HSDPA for high-speed downlink data traffic. HSDPA
transmission (at physical layer) involves several data channels (HS-PDSCH) and several
control channels (HS-SCCH) for each cell. The data for HSDPA is transmitted in time
units (TTI) of 2 ms called sub-frames. A sub-frame consists of 7680 chips in WCDMA
time terminology. In each sub-frame, HS-PDSCH channels are organized into groups
where each group of channels transmits data for a certain user. The number and
grouping of HS-PDSCH channels serving a particular user can change from sub-frame
to sub-frame. The physical layer standards require all HS-PDSCH channels serving a
user in a sub-frame to have the same gain and diversity weights (if diversity is enabled).

TAC supports spreaders of type HS-PDSCH and HS-SCCH to generate data for
respective channels. To support grouping of HS-PDSCH channels, TAC supports
‘dummy’ spreaders which are responsible for obtaining gain and diversity weights for
each group of HS-PDSCH channels.

The use of TAC in a BTS solution is facilitated by accompanying software called TAC
functional library (TAC FL). TAC FL has APIs that application software calls at run time
to set up different channels. TAC FL in turn has responsibility of allocation and
configuration of TAC resources such as spreaders for generating the antenna output
samples for the channels.

The current TAC issue causes incorrect antenna output to be generated for a HS-
PDSCH channel in two cases.

Case 1:
In the first case, the problem happens only when using 64QAM modulation in the last
sub-frame of a channel frame (10ms interval in the channel time domain). Here, when
either the latest non-idle spreader preceding (spreader Id sequence-wise) the HS-
PDSCH spreader or the first non-idle spreader following (spreader Id sequence-wise) the
HS-PDSCH spreader has a different channel timing relative to the HS-PDSCH spreader,
half of the last sub-frame of the HS-PDSCH’s channel frame may have incorrect output.

Case 2:
The second case affects HS-PDSCH for all modulations and when diversity or
beamforming is not enabled for HS-PDSCH. In this case, if first non-idle spreader
following (spreader Id sequence-wise) has different channel timing relative to the HS-
PDSCH spreader, then the output of HS-PDSCH spreader may be incorrect.

We refer to the HS-PDSCH spreader with incorrect output as the affected spreader. We
refer to the spreader with the different channel timing as the affecting spreader.
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For P-CCPCH:
P-CCPCH is one of the common channels defined by 3GPP R99 specifications. STTD
diversity may be enabled for P-CCPCH which causes transmission on a secondary
diversity stream in addition to the primary stream. The diversity stream will use the same
input data as primary stream, but the input data is STTD encoded before spreading
operation as defined by the specifications.

The current TAC issue causes incorrect output on the diversity stream when the STTD
diversity is enabled on P-CCPCH spreader and the first non-idle spreader following it
(spreader Id sequence-wise) has different channel timing relative to the P-CCPCH
channel. The incorrect output occurs in two blocks of 256 chips every 10ms.

Again, we refer to the P-CCPCH spreader with incorrect output as the affected spreader
and the spreader with the different channel timing as the affecting spreader.

Note that for both HS-PDSCH and P-CCPCH cases, there may be some idle spreaders
between the affecting and the affected spreaders, and the problem may still happen.

Workaround The TAC issue causes antenna output to be bad for HS-PDSCH and P-CCPCH
channels in certain spreader allocation sequences as described above. One workaround
is to ensure for HS-PDSCH spreaders that the spreaders immediately preceding and
immediately following them have the same timing, while for P-CCPCH spreaders that the
spreaders immediately following them have the same timing. Since TAC FL allocates
spreaders upon API calls from application software, the spreader allocation logic in TAC
FL is being changed to ensure such spreader allocation sequences that cause the
problem do not occur. The change in the spreader allocation sequences will have impact
in channel capacity supported by TAC/TAC FL solution. The channel capacity impact is
being analyzed.

To work around the issue, it is recommended that application software in BTS solution
integrate with the updated version of TAC FL.
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KeyStoneII.BTS_errata_advisory.19
ARM CorePac Powerdown and Hibernation Modes Not Supported

Revision(s) Affected 1.0, 1.1

Details ARM CorePac powerdown mode (SoC PSC initiated clock off or power off request) is not
supported.

Workaround None
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KeyStoneII.BTS_errata_advisory.20
False DDR3 Write ECC Error Reported Under Certain Conditions

Revision(s) Affected 1.0, 1.1, 2.0

Problem Summary: In the event that the read-modify-write (RMW) ECC feature for DDR3 is not supported or
disabled, an L1D or L2 block writeback or writeback invalidate operation to ECC
protected DDR3 space will flag a DDR3 write ECC error, even though neither the data
nor the ECC values stored in the SDRAM will be corrupted.

Details The write ECC error interrupt can be enabled by setting the WR_ECC_ERR_SYS bit in
the Interrupt Enable Set Register (IRQSTATUS_ SET_SYS) of the DDR3 controller.

Under normal conditions, a write access performed within the ECC protected address
range to a 64-bit aligned address with a byte count that is 64-bit quanta is not expected
to flag a write ECC error interrupt. The C66x cache controller always operates on whole
cache lines, which are 128 bytes for the L2 cache and 64 bytes for L1D cache. However,
a block writeback or writeback invalidate always generates a bounding single byte write
(with its byte enables disabled) to the last address in that block. This single byte write
violates both the alignment and quanta conditions causing the DDR3 controller to flag a
write ECC error in the Interrupt Raw Status Register (IRQSTATUS_RAW_SYS) register.
Since this bounding write is sent with its byte enables disabled, it does not actually reach
the DDR memory and does not corrupt the stored data or ECC values. The write ECC
error is thus a spurious error since no data or ECC value is actually corrupted. It should
be noted that the DDR3 controller, in response to this sub-quanta write (the bounding
single byte write), will report an error on an internal status line to the CPU that executed
the writeback. This error status flags the MDMA error interrupt to the CPU and is
interpreted as an MDMA data error (the STAT field in the CPU’s MDMA Bus Error
Register will be set to 0x4).

NOTE: 1: Since no bounding writes are generated with global writeback or global
writeback invalidate operations, this issue is limited only to block
writebacks to ECC protected region.

NOTE: 2: If the MDMA error flagged by a block coherence operation is followed
by a true MDMA error flagged by a master executing a direct sub-quanta
write, only the first MDMA error will be captured. Software must clear an
MDMA error as soon as possible in order for future errors to be captured.

Workaround 1 The problem can be resolved by enabling the read-modify-write ECC feature for DDR3
(set RMW_EN=1 in the ECCCTL register of the DDR3 memory controller). The RMW
feature is specifically designed to handle sub-quanta/non-aligned accesses to ECC
protected space. With RMW enabled the bounding single byte write will not violate any
quanta/alignment requirements and thus will not flag a write ECC error.

Silicon rev1.0 and 1.1 of this device do not support RMW. Silicon rev2.0 supports RMW.

Workarounds 2 and 3 should be explored if RMW is not available or not used.

Workaround 2 In order to differentiate a false write ECC error from a true error generated by
alignment/quanta violations, the system should keep track of block writeback/writeback
invalidate operations to the ECC protected memory space. If a write ECC error is
confirmed for that operation, it can be safely ignored. There is only a single DDR3 error
interrupt that will have to be processed by one of the C66x cores. Therefore, some
special mechanism will be required for the system to keep track of which core performed
the block writeback that caused the error. This mechanism may involve checking for the
data error reported in the MDMA Bus Error Register.
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NOTE: 3: A system must satisfy the alignment/quanta conditions so a true write
ECC error is not expected and such errors should be isolated and
removed as part of system software evaluation.

NOTE: 4: The system software must clear the write ECC error and MDMA error
before they can be re-triggered by any successive error conditions. It
should be noted that a race condition can exist if a subsequent ECC error
(real or false) or MDMA error interrupt is triggered before the previous
interrupt is cleared.

Workaround 3 A global coherence operation can be performed instead of a block operation. It should
be noted that a global operation can possibly operate on more cache lines than the block
operation, causing a larger than necessary cycle overhead and negatively impact
memory system performance.

FAQ: Q: The C66x CorePac will receive an MDMA error in response to the DDR3 ECC error.
Other masters may also see the DDR3 ECC error when transactions they have sent
result in the error. How do these masters respond to a DDR3 ECC error?

A: The responses of the C66x CorePac, ARM CorePac, and other masters to the non-
zero values returned on rstatus and sstatus due to DDR3 ECC errors are summarized in
Table 8.

Table 8. Master Behavior in Response to sstatus/rstatus Flagged Due to DDR3 ECC Errors

Master
Bus Error
Returned Error Status Captured Alarm Notification

C66x CorePac sstatus,
rstatus

Error status captured in the STAT field in the
C66x CorePac’s MDMA Bus Error Register will
be set to 0x4.

The C66x CorePac’s MDMA error interrupt is
asserted.

ARM CorePac sstatus,
rstatus

Details on the exception are captured in the
CP15 registers: Data Fault Status Register
(DFSR), Instruction Fault Status Register
(IFSR) or Auxiliary Data Fault Status Register
(ADFSR). The address that generated the
abort can be seen by reading Data Fault
Address Register (DFAR) for synchronous
aborts.

The ARM CorePac will trigger an external
abort exception. They are disabled by default
and should be enabled via the CPSR.A bit
(Current Program Status Register).

PCIe sstatus,
rstatus

Interrupts are not generated and error status is
not logged.

PCIe returns completion abort to requestor
only for rstatus error. No completion abort is
returned for a write error (sstatus).

EDMA TC sstatus,
rstatus

BUSERR and ERRDET registers capture the
error information. The transfer of data from
source to destination happens irrespective of
error.

Error interrupt is generated if enabled within
EDMA.

Multicore Navigator
Infrastructure
PktDMA

sstatus,
rstatus

Error status is not logged. Error interrupt is not reported

TSIP sstatus,
rstatus

Errors will be stored in the channels’ interrupt
queue along with the error codes.

TSIP asserts an error event
(TSIPx_ERRINTn ) when an error is queued
for channel ‘n’. CorePac[n] will receive
TSIPx_ERRINTn.

SRIO sstatus,
rstatus

Error responses set a bit in the
AMU_INT_ICSR register based on the
CPRIVID of the transactions. The
RIO_AMU_ERR_CAPT0,
RIO_AMU_ERR_CAPT1 registers will contain
the address of the non-posted transactions that
failed along with the CPRIVID and CMSTID.

Each bit can be routed by software
configuration through the Interrupt Condition
Routing Register (ICRR) to a specific ARM or
C66x CorePac for error handling. See the
device data manual for interrupt mapping.
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Table 8. Master Behavior in Response to sstatus/rstatus Flagged Due to DDR3 ECC Errors
(continued)

Master
Bus Error
Returned Error Status Captured Alarm Notification

HyperLink sstatus,
rstatus

When the serial link is active HyperLink will
pass the rstatus. Rstatus is will be that of the
remote slave read.

HyperLink Error interrupt (HyperLink_INT or
VUSR_INT) are generated when error is
received and are provided to CorePacs as
secondary interrupts.

10GbE sstatus,
rstatus are
not used

NA NA

NOTE: Check your device data manual to see which masters are applicable.
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KeyStoneII.BTS_errata_advisory.21
DDR3 Leveling issue

Revision(s) Affected 1.0, 1.1

Details DDR Read/Write errors are reported after DDR initialization for <1% of power-on resets.
When executing UBOOT from the MCSDK, this results in DDR POST (Power On Self
Test) failure.

Sometimes DDR initialization fails with leveling errors (reported in DDR PHY status
registers). Once the leveling errors are reported, DDR read/write operations fail. This
issue happens only during initialization time and cannot occur during runtime. This issue
occurs irrespective of the operating frequency of the device and is also independent of
the operating frequency of the DDR. This issue is applicable for both DDR3A and
DDR3B. ROM Boot modes supporting initialization of, and booting to DDR can fail due to
this issue. Below is the list of boot modes for which ROM Bootloader performs DDR
configuration (only if boot image is required to be stored in DDR):
• I2C Master
• SPI
• EMIF NOR
• EMIF NAND

The root cause is identified to an issue that happens after the very first DDR3 PHY
initialization, this first initialization happens directly from Power-on reset. The issue
occurs because the clocking requirements of the DDR3 PHY are not met on the first
initialization, this happens because the DDR3A and DDR3B SoC PLLs are not yet
programmed to provide the requisite clock. There is a ratio requirement between the
DDR3A/B PHY clocks and the core configuration clock, such that the core configuration
clock must be less than or equal to the PHY clock. These clocks are asynchronous and
the PHY support an asynchronous FIFO scheme with limited depth on the PHY clock
domain. If the ratio requirement is not met then FIFO can overflow. This would mean that
the configuration data for the PHY may be lost during the initialization sequence.
Experiments have proven that if we apply Hard Reset once the clocking has been set up
correctly, the issue is resolved.

Workarounds DDR read/write failures can be avoided by checking the DDR PHY status register for any
Leveling errors at the end of DDR PHY Initialization. For boot modes using DDR, the
workarounds below can be used as a part of second-stage boot only. Once the leveling
errors are detected, one of the following workarounds can be used.

Workaround 1 This workaround is to detect this error in the PHY Init function and apply Hard Reset to
the device. Hard Reset of the device can be done by performing the following:
• Software Reset using RSTCTRL register in PLL Controller

Below is the logical explanation of the flow where the above Reset needs to be applied.
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Figure 3. Software Reset Using the RSTCTRL Register

BLUE colored blocks show the normal execution while the GREEN colored blocks show
the changes. The “Error, proceed with Fix” block is the block which explains the steps
that need to be followed to apply the Software Reset using RSTCTRL register. The
steps are mentioned for DDR3A. The same steps need to be used for DDR3B also.
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Below is the source code for reference:

Figure 4. Reset Source Code

Another GREEN block shown in the above block diagram is normal sequence where U-
Boot identifies whether the previous reset is Hard Reset or not and skips the PLL
configuration as Hard Reset does not reset the PLLs. Execution can read the RSTYPE
register bit field PLLCTRLRST to identify whether the previous reset is the Software
Reset initiated by RSTCTRL register in PLL controller or not.

In ARM-side implementation, detection of the leveling error and applying Reset needs to
be done in U-Boot. Board.c file can be modified to apply this workaround. Below are the
functions that need to be modified:
• board_early_init (function) – Identify previous reset type and determine if PLLs should

be initialized
• dram_init (function) - Detection of PGSR0 error and applying Software Reset steps

as shown above
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CCS Reset using Emulator
During development environment using CCS if the leveling error comes up on the DDR
configuration then CCS Emulation Reset “System Reset” can be used to apply Hard
Reset to SoC.

Once the above reset is applied and booting is performed again, the boot code needs to
identify whether it is the Hard Reset OR it is ‘Power-on reset’ (i.e., POR or
RESETFULL). Once it is identified as a Hard Reset, the boot code needs to proceed
with usual sequence without a DDR PLL initialization, and perform the DDR PHY
configuration. During this second DDR PHY initialization after the Hard Reset the
Leveling errors will not occur.

Workaround 2 If Workaround#1 has some other implications at the board level OR system level then
this workaround can be used. This workaround is to detect this error in the PHY Init
function and apply RESETFULL or POR to the device. Due to RESETFULL or POR this
workaround has no surety of the reoccurrence of the same issue again, but it goes
through the same probability of the occurrence (less than 1%) of the issue. Therefore,
the likelihood of this issue re-occurring is less. At this point testing has not shown this
issue occurring on two consecutive RESETFULL or POR.

This method can also be used when utilizing the DDR initialization option within the
ROM boot loader. If the boot is determined to fail by the external host, then a new
RESETFULL or POR should be applied to the device and the boot sequence re-started.
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KeyStoneII.BTS_errata_advisory.22
PCIE MSI/Legacy IRQ Does Not work for Root Complex

Revision(s) Affected 1.0, 1.1, 2.0

Details While testing the AER PCIE error handling and error recovery Linux driver software on
KeyStone II EVM, it was found that only error interrupt #12 is raised. An unsupported
request error is simulated by generating transaction to an EP with an address not in the
BAR. The error is detected by Root complex.

As per PCIE spec 2.0, section 6.2.6, MSI/Legacy error interrupt to be raised as well
platform specific interrupt. Currently, only platform specific interrupt (INT #12) is raised.
AER driver depends on Legacy/MSI IRQ and can't function without this. This is the
standard PCI driver in Linux to handle Error and do recovery.

Workaround None
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KeyStoneII.BTS_errata_advisory.23
SES Port Should Only be Used for DDR3A Accesses

Revision(s) Affected 1.0, 1.1

Details This errata is to notify about usage of SES only for DDR3A accesses.

MSMC provides two system access ports, SMS and SES. The SMS port provides direct
access to MSMC SRAM. The SMS port resides at system addresses 0x0C000000 -
0x0CFFFFFF. The SES port provides access to both DDR3A and MSMC SRAM. The
SES port resides at system address 0x80000000 - 0xFFFFFFFF. By default, MSMC
directs access via SES to the DDR3A EMIF. Thus, after reset, system addresses
0x80000000 - 0xFFFFFFFF correspond to DDR3A. Using SES MPAX registers,
programs can redirect some or all accesses in this range to MSMC SRAM.

The SES processes requests to MSMC SRAM and DDR3A internally on separate paths.
However, responses for read and write commands to SES must merge into a common
path before returning to the system. In particular, write commands must return a write
status (sstatus) to indicate that the write completed, and MSMC must merge the write
status streams from MSMC SRAM requests and DDR3A requests into a single stream
returning to the system.

The SES prioritizes responses from MSMC RAM over responses from DDR3A. When
SES is heavily loaded with a mixture of requests to MSMC SRAM and DDR3A,
responses returned from MSMC SRAM will delay responses from DDR3A. An extended
series of delays will eventually fill DDR3A's response pipeline.

When the DDR3A response pipeline fills, it incorrectly drops write responses (sstatus) for
write requests from master ID 0x52 (sid = 0x52). MSMC uses this master ID internally for
cache coherence operations. BCP_DIO1 also uses this master ID.

The dropped write responses lead to deadlock in one of two ways:
• Dropped write status for coherence writes causes the coherence machinery to stall

indefinitely waiting for acknowledgement of its write.
• Dropped write status for BCP_DIO1 writes causes BCP to stall waiting for its

outstanding writes to complete.

Workaround An example scenario that could lead to a configuration triggering this errata is to use on-
chip memory instead of off-chip to improve performance. In this scenario, both XMC and
SES MPAX have aliases to MSMC SRAM in order to make the addressing transparent
to application.

User must avoid aliased addresses on SES port by system masters
• Remove SES MPAX aliasing to MSMC.
• Consequently, any SW configuring any system master (eg., EDMAs) must translate

aliased DDR3A addresses to global physical MSMC addresses (0x0c000000) such
that they go through the SMS MPAX table instead of SES MPAX.

For example, application has 0x80000000 => 0x0c000000 in both SES and XMC. The
SES alias must be removed. Thus, the software must translate 0x80000000 to
0x0c000000 then directly provide the 0x0c000000 address to the EDMAs. Due to the
internal workings of the SoC, this causes the SoC to present the addresses to the SMS
instead of SES which avoids the errata.
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KeyStoneII.BTS_errata_advisory.28
Descriptors Placed in PCIe Memory Space can Cause Problems

Revision(s) Affected 1.0, 1.1, 2.0

Problem Summary: Packet DMA can generate write transactions with partial byte enables when trying to
access descriptors. This can cause problems if the descriptors are stored in PCIe
memory space since PCIe cannot handle partial byte enables. Here, partial byte enables
means that the transactions are accessing memory that is not a full 32-bit word.

Details Packet DMA can sometimes generate write transactions with partial byte enables
asserted when trying to access descriptors. This can cause problems if the descriptors
are placed in PCIe memory space since PCIe does not support transaction requests with
partial byte enables. Such a transaction will corrupt the PCIe module’s internal state
machine and in turn corrupt the payload. This issue does not impact Packet DMA access
to data buffers, only to descriptors since all byte enables are asserted in transactions
involving data buffers. Thus, the data buffers may be stored anywhere including in PCIe
memory space.

Workaround As long as host-mode descriptors are used and these descriptors are located in a
memory space that can properly handle partial byte enables (such as L2 SRAM, DDR3
or MSMC), the issue will not affect Packet DMA accesses to PCIe memory space. As
mentioned earlier, data buffers can be stored in PCIe memory space without any
problems.
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KeyStoneII.BTS_errata_advisory.29
10GbE PCS Causes Data Corruption

Revision(s) Affected 1.0, 1.1, 2.0

Problem Summary: The 10GbE Physical Coding Sublayer (PCS) used in the 10GbE interface may corrupt its
output data upon initialization.

Details Upon initial synchronization to an incoming data stream, the 10G PCS may not configure
itself correctly. Due to this incorrect configuration, the incoming data from the receive
port will be corrupted before it is sent to subsequent blocks in the data path. As this
issue occurs during initialization, if for a synchronization event the PCS is initialized
correctly then data corruption does not occur. If the issue occurs, the data corruption can
be seen when the PCS reports PCS block errors or in packet loss at the user space
software.

Workaround PG1.X-PG2.0-PG3.0:

The user may detect the PCS-R corrupt state when packet loss is observed. Due to the
conditions explained in Usage Note #27, a read of the hiber or block error fields in the
PCS-R RX Status register may cause a VBUS lock. Thus these fields may not be used
to detect the corrupt state. When the corrupt state is detected, the user can assert and
then deassert the corresponding Serdes signal detect. This signal detect reset forces the
RX to re-adapt to the incoming data, and causes an interruption to the datastream to the
PCS. This causes the PCS to resynchronize. This workaround is currently implemented
in the latest 10GbE Linux drivers (since MCSDK 3.0.4).
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KeyStoneII.BTS_errata_advisory.30
10GbE PCB Channel Loss Limited to 20dB

Revision(s) Affected 1.0, 1.1, 2.0

Details Device characterization has shown that bit error rate performance consistent with the
10GbE-KR standard as published in IEEE 802.3-2008 Annex 69B cannot be met across
all device operating extremes. Production devices do operate at the required error rate
across all rated operating conditions of voltage and temperature when the channel
insertion loss is limited to 20dB at the Nyquist rate of 5.15625GHz. The figure below
shows the Insertion Loss template from IEEE 802.3-2008 Annex 69B as well as the
reduced Insertion Loss template.

Characterization has shown that channels must also be compliant with the Return Loss
template contained in the IEEE 802.3-2008 Annex 69B specification without modification.
This is shown below for convenience.
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Workaround None.
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KeyStoneII.BTS_errata_advisory.31
HyperLink Channel Loss

Revision(s) Affected 1.0, 1.1, 2.0

Details Device characterization has shown that expected bit error rate performance can only be
met on layouts that meet constrained channel loss metrics. These can be examined by
generating Insertion Loss and Return Loss graphs where loss is plotted versus
frequency. Insertion Loss and Return Loss can be estimated during PCB layout using a
3D simulation tool. Insertion Loss and Return Loss should also be measured on early
prototypes using a Vector Network Analyzer (VNA). Multiple PCB construction and layout
enhancement techniques must be combined to achieve these channel performance
requirements as stated in the KeyStone II SERDES User Guide.

An Insertion Loss measurement provides a composite view of the channel’s loss versus
frequency. Since HyperLink is a short-reach interface, channel loss is limited. Also, due
to the high data rate, the Insertion Loss must be monotonic and without discontinuities
that would degrade receiver operation. The template shown below provides Insertion
Loss limits that will result in a robust channel. This template must be met for the entire
channel from transmitter to receiver including the series capacitors.

Device characterization has also shown that channels should be compliant with the
Return Loss template shown below. The Return Loss measurement indicates the
amount of energy reflected back to the source which is not available to the receiver.
Impedance variation in the channel will cause reflected energy that can cause this
template to be violated. Careful attention to PCB construction and layout must be
followed to meet this requirement. This template must be met for the entire channel from
transmitter to receiver including the series capacitors. Note that this is the same template
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defined in IEEE 802.3-2008 Annex 69B specification for 10GbE.

Workaround None.
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KeyStoneII.BTS_errata_advisory.32
NSS Rate Limit Mismatch

Revision(s) Affected 1.0, 1.1, 2.0, 3.0, 3.1

Problem Summary: It has been observed that the Rate Limit block allows more traffic than desired for small
size packets. In a particular test case, the rate limit is set to 100Mbps and the CPU is
trying to generate 150Mbps of traffic comprised of 60-byte packets. The observed
bandwidth of packets received will be 116Mbps.

Details The following equation expresses the relationship between the intended frame-size and
the associated rate-error:

Rate error=((((FrameSize)%16)==0)?(16): (FrameSize%16))/(FrameSize+24)

This results in the possibility of error rate as high as 10% with small packet sizes around
64 bytes that diminishes to less than 2% as packet sizes exceed 1K bytes. This can be
seen in the graph below:

Figure 5. NSS Rate Limit Error % For Small Packets

Workaround Since the rate-error is known, at least for fixed packet sizes, a software workaround can
be implemented by calculating the “effective” packet-size to compensate for the
calculation error in hardware. It is not possible to establish this workaround for streams
with varying packet-sizes. It will only be meaningful when it is known that a port will
mostly carry short length packets.

Illustrating with real packet size of 60 (+24 = 84, on the wire), though 84 bytes are sent
out on the wire, the rate-limiter’s calculation accounts for only 72 (i.e, 60%16 + 24 = 72)
bytes. Therefore, one needs to calculate the “compensated bandwidth” based on the real
bandwidth calculated from the effective packet size using the error formula internally. For
example, BW_out = BW_in * (84/72).

Once such an ‘error-compensated throughput’ is calculated, the appropriate Mbps value
is used to derive the rate-limiter’s configuration values (depending on the formula
appropriate to the platform):

Priority Transfer rate in Mbit/s = p0_priX_idle / (p0_priX_idle + p0_priX_send) *
frequency * 256
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KeyStoneII.BTS_errata_advisory.33
HyperLink Data Rate Limited to 40 Gbaud Issue

Revision(s) Affected: 1.0, 1.1, 2.0

Details: The HyperLink interface is currently limited to a maximum transfer rate of 10 Gbaud per
lane (40 Gbaud for four lanes) due to a SerDes PLL limitation.
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KeyStoneII.BTS_errata_advisory.34
DDR3 Limited to Highest Data Rates Due to Possibility of PLL Instability During
Temperature Changes After Startup

Revision(s) Affected 1.0, 1.1, 2.0

Details: DDR3 PHY circuitry simulations have shown that there is a very small possibility of DDR
PHY PLL instability when booting the devices at low temperatures and increasing the
device temperature during run-time. This instability results in timing margin loss in the
DDR3 interface when it occurs. Depending on system design and available DDR3 timing
margin, this may result in DDR3 write data errors.

The possibility is highest when starting the device at very cold temperatures -
approaching -40 degrees Celsius, and ramping to above 20 degrees Celsius. The
probability is reduced when units are first initialized above 0 degrees Celsius and even
less when initialized above 20 degrees Celsius. The possibility is highest if running the
DDR3 PHY at 1066 MT/s or lower.

Workaround There is no hardware or software workaround at this time. In order to avoid the write
data errors do not operate DDR3 PHY at 800 MT/s or 1066 MT/s in production systems.
The recommendation is to only operate production systems at and above 1333 MT/s.

This does not preclude platform development activities that routinely use data rates as
low as 800MT/s on customer prototypes when the DDR3 layout is suboptimal, or for pre-
production development.
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KeyStoneII.BTS_errata_advisory.35
Restrictions on DDR3 PLL Configuration and DDR3nCLK to Eliminate DDR3 Errors
Due to PLL Dynamic Phase Offset

Revision(s) Affected 1.0, 1.1, 2.0

Details: DDR3 read operations may show errors due to increased levels of Dynamic Phase
Offset (DPO) inside the DDR3 PHY. These errors are characterized by byte lane data
corruption or intermittent bit errors. The byte lane data corruption can only be recovered
using a device reset.

The DDR3 clocking architecture is illustrated in the figure below. The DDR3 reference
clock input (DDR3nCLK) feeds the DDR3 SoC PLL, which outputs a clock to be used by
the PHY Control Logic and provide an input to the PHY PLL.

Figure 6. DDR3 PHY

The Dynamic Phase Offset (DPO) is a measure of the DDR3 PHY PLL’s ability to track
rapid phase changes in the output of the DDR3 SoC PLL. High DPO can create internal
timing violations between the DDR3 PHY and DDR3 PHY Control Logic and result in
data errors during reads. As indicated by the shaded red circle in the figure above, the
timing violations occur in the data transfer between the PHY and PHY control logic. It
was determined that the root cause of the elevated DPO were SoC PLL and PHY PLL
configurations that were non-optimized for the timing requirements of the system.

Workaround The workaround for this behavior is a change in the PLL configurations used for the
DDR3 SoC PLL and the DDR3 PHY PLL. New configurations have been generated for
DDR3-1600, DDR3-1333, DDR3-1066, and DDR3-800 operation and are presented in
the tables below. Per field alert, "DDR3 Limited to Highest Data Rates Due to Possibility
of PLL Instability During Temperature Changes after Startup'", operation of DDR3-1066
and/or DDR3-800 is not recommended for affected Keystone2 devices in production
systems

The DPO has only been characterized for these new configurations with a DDR3
reference clock frequency of 100 MHz.

Table 9. DDR3-1600

Configuration Name Value Register.BitField Name Register Value
Reference Clock Input

(DDR3nCLK) 100 MHz N/A N/A
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Table 9. DDR3-1600 (continued)
Configuration Name Value Register.BitField Name Register Value
PLL Reference Divider 1 DDR3nPLLCTRL0.PLLD 0

PLL Multiplier 40 DDR3nPLLCTRL0.PLLM 39
PLL Output Divider 10 DDR3nPLLCTRL0.PLLOD 9

PHY PLL Frequency Select (In
DDR3 Initialization) N/A PLLCR.FRQSEL 0x3

PHY PLL Charge Pump
Proportional Current Control (In

DDR3 Initialization)
N/A PLLCR.CPPC 0xF

Table 10. DDR3-1333

Configuration Name Value Register.BitField Name Register Value
Reference Clock Input
(DDR3nCLK) 100 MHz N/A N/A

PLL Reference Divider 1 DDR3nPLLCTRL0.PLLD 0
PLL Multiplier 40 DDR3nPLLCTRL0.PLLM 39
PLL Output Divider 12 DDR3nPLLCTRL0.PLLOD 11
PHY PLL Frequency Select (In
DDR3 Initialization) N/A PLLCR.FRQSEL 0x3

PHY PLL Charge Pump
Proportional Current Control (In
DDR3 Initialization)

N/A PLLCR.CPPC 0xF

(1) These speeds are not to be used in production systems with the affected K2 devices. This is in accordance with
KeyStoneII.BTS_errata_advisory.34

Table 11. DDR3-1066 (1)

Configuration Name Value Register.BitField Name Register Value
Reference Clock Input
(DDR3nCLK) 100 MHz N/A N/A

PLL Reference Divider 1 DDR3nPLLCTRL0.PLLD 0
PLL Multiplier 40 DDR3nPLLCTRL0.PLLM 39
PLL Output Divider 15 DDR3nPLLCTRL0.PLLOD 14
PHY PLL Frequency Select (In
DDR3 Initialization) N/A PLLCR.FRQSEL 0x3

PHY PLL Charge Pump
Proportional Current Control (In
DDR3 Initialization)

N/A PLLCR.CPPC 0xF
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(1) These speeds are not to be used in production systems with the affected K2 devices. This is in accordance with
KeyStoneII.BTS_errata_advisory.34

Table 12. DDR3-800 (1)

Configuration Name Value Register.BitField Name Register Value
Reference Clock Input (DDR3nCLK) 100 MHz N/A N/A

PLL Reference Divider 1 DDR3nPLLCTRL0.PLLD 0
PLL Multiplier 40 DDR3nPLLCTRL0.PLLM 39

PLL Output Divider 20 DDR3nPLLCTRL0.PLLOD 19
PHY PLL Frequency Select (In DDR3

Initialization) N/A PLLCR.FRQSEL 0x3

PHY PLL Charge Pump Proportional
Current Control (In DDR3 Initialization) N/A PLLCR.CPPC 0xF
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KeyStoneII.BTS_errata_advisory.36 Two Masters Accessing Two C66x CorePac L2 Memories Can
Cause TeraNet Hang

Revision(s) Affected 1.0, 1.1. 2.0

Details When two masters send out write transactions to two C66x CorePac’s L2 slave end
points, a hang can occur when the C66x CorePacs are busy and stalling the incoming
write transactions.

Each C66x CorePac has a TeraNet component in front of its slave (SDMA) port, which
serves as a satellite TeraNet for C66x CorePac’s SDMA port. Device masters
communicate with the C66x CorePac’s L2 memory through these satellite TeraNets.
These satellite TeraNets have two input paths, path A and path B, and each path can be
accessed by distinct set of masters. Thus, each write transaction appearing at the SDMA
ports of C66x Corepac L2 memory can take one of the two possible paths, depending on
the master that sent out that transaction.

Figure 7. Satellite TeraNet Paths
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Hang Scenario: When a master (MST A) that uses path A and another master (MST B)
that uses path B send out two writes each (WA1, WA2 and WB1, WB2) to two C66x
CorePac slave end points (SLV X, SLV Y ), a hang can occur if the following conditions
occur:
• Both masters send one write to each of the two slave end points in opposite order:

– MST A sends two writes: first write WA1 to SLV X, and second write WA2 to SLV
Y

– MST B sends two writes: first write WB1 to SLV Y, and second write WB2 to SLV
X

• Writes from two masters arrive on separate paths at slave endpoint:
– MST A writes arrive on path A
– MST B writes arrive on path B

• Both slaves are busy, so they stall the incoming write transactions.
• Both slaves select second writes when they are ready:

– SLV X selects WB2
– SLV Y selects WA2

Figure 8. Hang Scenario
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In the above scenario:
• The selection occurs such that if the satellite TeraNet in front on SLV X selects path

B which has WB2, and satellite TeraNet in front on SLV Y selects path A which has
WA2, result will be a hang.

• Based on selection, both the slaves receive a second write command transaction
from each master, while the first write command transaction from each master will be
later in the sequence for the slaves.

• As a result, slaves expect write data for second writes (WA2, WB2) and then write
data for first writes (WA1, WB1).

• Masters do not send the write data for their second writes (WA2, WB2) until they
send out write data for their first writes (WA1, WB1).

• Slave end points continue to wait for second-write data from masters before selecting
first writes.

• Masters wait for first write to get selected by slave end points, to send out first-write
data and then second-write data.

• The result is a deadlock, due to interdependency.

For the Keystone II devices mentioned, MST A and MST B can be any master from the
“Path A Master” and “Path B Master” sets, respectively, as mentioned in Table 13 and
Table 14; SLV X, SLV Y can be any two C66x CorePac’s L2 SDMA port.

Table 13. Path A Masters for TCI6636K2H

BCP_DIO0 EDMA1_TC0 EDMA1_TC3 EDMA2_TC2 EDMA3_TC1 QM_Second SRIO_MST
BCP_DIO1 EDMA1_TC1 EDMA2_TC0 EDMA2_TC3 MSMC — TAC_FEI(0-2)

EDMA0_TC0 EDMA1_TC2 EDMA2_TC1 EDMA3_TC0 PCIE_MST — USB_MST

Table 14. Path B Masters for TCI6636K2H

AIF2_CDMA EDMA4_TC1 FFTC_3_CDMA QM_MST1 RAC_1_BE1 SRIO_PKTDMA_M
ST

BCP_CDMA FFTC_0_CDMA — QM_MST2 RAC_1_BE0 HyperLink 0
EDMA0_TC1 FFTC_1_CDMA — RAC_0_BE0 — HyperLink 1
EDMA4_TC0 FFTC_2_CDMA NETCP_MST RAC_0_BE1 — 10GbE

Workaround If the system changes the traffic profile of the slaves that are affected, then some
workarounds can avoid the hang condition.

Workaround #1:
• The deadlock requires writes arriving on both paths toward the slave, as eliminating

writes on one of the paths will eliminate the deadlock.
• Only write to an affected slave by a master that is on the selected path, and stop any

writes from any master that uses another path.
• The path to enable can be chosen per affected slave.
• Each affected slave end points should be assigned to either path A master or path B

master set.
• All writes to that end point should always be from that pre-assigned set of masters.
• For example, for TCI6638K2K (see Figure 9) for affected slave end point SDMA ports

of core 1,2, 6,7.
– Assign path A masters to SDMA port of core 1, core2
– Assign path B masters to SDMA port of core 6, core7
– Allow writes only from path A masters to core 2, core 1 – SDMA port
– Allow writes only from path B masters to core 6, core 7 – SDMA port
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– Path A masters can write to other affected slaves, which have been assigned path
A masters

– Path B masters can write to other affected slaves, which have been assigned path
B masters

Figure 9. Workaround 1

Workaround #2:
• Prevent any master from writing to more than one of the affected slaves at the same

time.
• Thus, if there is a multi-channel master, do not map channels to more than one

affected slave.
• This eliminates the chance of an affected slave receiving the second write from a

master that is waiting to write to another affected slave (as the writes are now all to
the same affected slave).

• For example, see Figure 10 for the TCI6638K2K.
– If master EDMA1_TC0 sends a write to the core 2 SDMA port, then it should not

be allowed to send out any new writes to other affected masters until its existing
write is complete.

– Any other masters can write to other affected masters following the same rule.
That is, they only write to one other affected slave at a time. For example,
AIF2_CDMA master can write to the core 6 SDMA port, but not to an other
affected master.

– Other masters can write to affected slave that is currently being written, as long
as that is the only write it sends out. For example, BCP_DIO could send one write
to the core 2 SDMA port if it has no other write outstanding, and sends out no
other write until this write completes.
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Figure 10. Workaround 2
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KeyStoneII.BTS_errata_advisory.37 USB3.0 PHY Does Not Meet USB Specification: Rev 3.0 RX Jitter
Tolerance Mask

Revision(s) Affected 1.0, 1.1, 2.0, 3.0, 3.1

Details On silicon revision 2.0 and older, a small number of devices may experience bit errors or
link failure in the presence of high frequency (>= 20MHz) phase jitter. This issue may
persist on silicon versions 3.x, but is only seen when the case temperature is < –15C.
Devices operating at case temperatures >= –15C are not affected.

Workaround None
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KeyStoneII.BTS_errata_advisory.38 PCI-Express Hot Reset Not Handled During Boot

Revision(s) Affected 1.0, 1.1, 2.0

Details When receiving a PCI-Express (PCIe) Hot Reset request during the PCIe boot process,
the PCI-Express Subsystem (PCIESS) disables the Link Training and Status State
Machine (LTSSM) and suspends the PCIe bus in the Detect.Quiet state. With the
LTSSM disabled, there will be no subsequent transition from Detect.Quiet to
Detect.Active, and the PCIe boot process fails.

Workaround
1. Prevent the PCIe Root Complex (RC) from issuing PCIe Hot Reset during the PCIe

boot process, or
2. Use PCIE as secondary boot media. Create a small secondary bootloader which

boots from primary (non-pcie) boot media to implement a PCIe Hot Reset interrupt
handler. When PCIe Hot Reset is detected, this interrupt handler should wait a
minimum of 100 ms to ensure that any pending internal transactions are completed
before issuing a local reset to the PCIESS. This local reset re-enables the LTSSM,
allowing the PCIe to be re-initialized. This approach uses ROM to configure PCIe, but
the interrupt handler and the idle loop required by the ROM are provided through the
primary (non-pcie) boot.

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D


Silicon Updates www.ti.com

58 SPRZ399D–June 2013–Revised May 2017
Submit Documentation Feedback

Copyright © 2013–2017, Texas Instruments Incorporated

TCI6636K2H Multicore DSP+ARM KeyStone II SOC Silicon Revisions 1.0,
1.1, 2.0, 3.0, 3.1

KeyStoneII.BTS_errata_advisory.39 CPSW Stall if Duplex Changes During Transmission

Revision(s) Affected All

Details During CPSW packet transmission, due to a dynamic change in the internal state of the
full duplex signal (triggered by a duplex change request), the following two errors may
occur:
• A TX Underrun error that eventually causes the statistics block to hang. A follow up

read of the statistics causes a bus hang.
• Transmission hang, preventing further transmission from the port. The full duplex

signal can dynamically change from two sources:
– When MAC_CTL.EXT_EN bit == 1. This allows HW control of the signal to

change in response to the input full duplex signal.
– When MAC_CTL.EXT_EN bit == 0. This allows SW control of the signal to

change MAC_CTL.FULLDUPLEX.

Workaround Master Mode

For master mode, software is expected to be in control of speed and duplex-switching
operations. Frame transmission must be stopped before switching speed or duplex.

During changes to the link, the duplex is temporarily set to half.
1. Disable ALE forwarding on the port in ALE_PORTCTLn.PORT_STATE
2. Wait for MAC_CTL.IDLE to be set to indicate no pending packets
3. Set new speed and/or duplex setting
4. Initialize auto-negotiation
5. Enable ALE forwarding

Slave Mode

Frame transmission must be stopped before changing the full duplex signal.

While in slave mode, it cannot be predicted when a remote will switch speed and duplex,
or restart auto-negotation. During changes to the link, the duplex is temporarily set to
half.
1. Disable HW control of the duplex signal by setting MAC_CTL.EXT_EN = 0
2. Poll SGMII_STATUS.MR_AN_COMPLETE for auto-negotiation complete.
3. If the speed has changed from the last known speed: Update new speed in

MAC_CTL.GIG
4. If the duplex has changed from our last known duplex:

(a) Disable ALE forwarding on the port in ALE_PORTCTLn.PORT_STATE
(b) Wait for MAC_CTL.IDLE to be set to indicate no pending packets
(c) Update new duplex setting in MAC_CTL.FULLDUPLEX
(d) Re-enable ALE forwarding

5. The speed and duplex can be attained from SGMII_MR_LP_ADV_ABILITY or
MAC_STATUS.
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Slave Mode Workaround Pseudo Code
if (SGMII_STATUS.MR_AN_COMPLETE) {

new_speed = SGMII_MR_LP_ADV_ABILITY.SPEED; //OR MAC_STATUS.EXT_GIG
new_duplex = SGMII_MR_LP_ADV_ABILITY.DUPLEX; //OR MAC_STATUS.EXT_FD
if (new_speed != known_speed) {

MAC_CTL.GIG = new_speed;
known_speed = new_speed;

}
if (new_duplex != known_duplex) {

ale_port_state = ALE_PORTCTLn.PORT_STATE;
ALE_PORTCTLn.PORT_STATE = PORT_STATE_DISABLED;
while (!MAC_STATUS.IDLE);
MAC_CTL.FULLDUPLEX = new_duplex;
ALE_PORTCTLn.PORT_STATE = ale_port_state;
known_duplex = new_duplex;

}
}
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KeyStoneII.BTS_errata_advisory.40 ROM: NAND Boot Failure When Booting Single Block Backup
Images

Revision(s) Affected 1.0, 1.1. 2.0

Details NAND boot fails under the following single-block-backup booting scenario when an
unmarked bad block is found:
1. The entire image resides in a single block, and
2. Two images, a primary and backup, are placed in consecutive blocks, and
3. The ROM finds an uncorrectable error in the first block that is not pre-marked as bad,

and
4. Proceeds to the second block

During NAND boot, the boot ROM goes block-by-block, reading and processing pages
for a complete boot image. To avoid data corruption, the boot ROM skips bad blocks
when they are pre-marked or detected, and moves to the next one. However, due to a
boot ROM bug, the data of a bad block that is not pre-marked as bad is not discarded,
so partially-read data will be a part of the complete boot image. The boot ROM skips
without reading data from blocks marked bad

This affects scenarios where an image that fits within one block is written to multiple
blocks as backup images. If the initial boot image experiences degradation but is never
marked, the partial data will corrupt the backup image.

Workaround Mark bad and degraded blocks, and write image data to known-good blocks.
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KeyStoneII.BTS_errata_advisory.41 NAND Boot Failure With Bit Errors in ECC

Revision(s) Affected 1.0, 1.1. 2.0

Details A bit error in ECC causes NAND boot to fail.

As NAND pages are read, the spare area is also read for ECC data to be used in error
correction calculations. Both areas are susceptible to bit errors. During error correction,
an offset is calculated to point to any bits that may be flipped. Due to a boot ROM bug, if
the offset points to a bit in the ECC data, the entire page will be discarded.

Workaround None
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KeyStoneII.BTS_errata_advisory.42 ARM Ethernet Boot Reinitializes the Switch With Reset Isolation
Enabled, Which May Cause Lockup

Revision(s) Affected 1.0, 1.1. 2.0

Details ARM Ethernet boot will reinitialize the switch, regardless if reset isolation is enabled. If a
packet is in transit through the switch, it may cause it to lock up.

Reset isolation maintains PLL settings to subsystems so they may remain operational
through hard and soft-type resets. The boot ROM does not take into account if reset
isolation is enabled on the switch, and reinitializes it for all reset types. This causes the
switch to lose any configuration set before the reset occurred.

Workaround Disable reset isolation on the switch if an Ethernet boot is used.

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D


www.ti.com Silicon Updates

63SPRZ399D–June 2013–Revised May 2017
Submit Documentation Feedback

Copyright © 2013–2017, Texas Instruments Incorporated

TCI6636K2H Multicore DSP+ARM KeyStone II SOC Silicon Revisions 1.0,
1.1, 2.0, 3.0, 3.1

KeyStoneII.BTS_errata_advisory.43 ARM PCIe Boot Hang if Speculative Fetch is Made to Non-
Configured DDR

Revision(s) Affected 2.0

Details During secure PCIe boot, the ARM core may make a speculative fetch into DDR
memory. If DDR is not configured, the device will hang.

DDR memory is marked as normal memory, which permits speculative fetches. Although
the boot ROM is making no direct calls to DDR, the ARM core may issue a speculative
fetch to this region. If DDR is not configured, this causes the device to hang.

This issue is only reproducible on secure devices.

Workaround None
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KeyStoneII.BTS_errata_advisory.44 SerDes RX Adapts to a BOOST Value of 0 and Cannot Move
From a Value of 0

Revision(s) Affected All

Details When an incoming SerDes signal has too much high-frequency gain or has not
experienced a significant amount of high-frequency loss on a channel, the BOOST block
within the RX attempts to compensate by equalizing the signal during RX adaptation.
Specifically, the high-frequency gain is compensated by reducing the adapted BOOST
value. If the BOOST value adapts to the lower limit of the BOOST settings, it will adapt
to a value of 0.

There is a deficiency in the SerDes PHY, where if the BOOST adapts to a value of 0,
then any subsequent RX CDR resets (performed by toggling the RX signal detect) used
to repeat RX adaptation will not be able to move the boost value away from a value of 0.
The value of 0 remains, even if this value of 0 is not optimal for the incoming RX signal.
In other words, if the BOOST reaches a value of 0 during RX adaptation, it remains at
that value until the SerDes PHY is power-cycled.

Workaround Ideally, the high-frequency gain of the incoming SerDes signal must be low enough such
that the BOOST does not adapt to a value of 0; it may be possible to reduce the high-
frequency content of the incoming signal by lowering the slew-rate of the remote TX.
Because the BOOST has compensated to its lowest limit, it is likely that the value of 0 is
not optimal to properly equalize the incoming SerDes signal.

A workaround can be performed to manually bump the BOOST out of this 0 state and
into a state in which the RX can re-adapt to a new BOOST value. The workaround
sequence should be performed immediately after RX adaptation has occurred during
initialization. The sequence is used in the CSL/MCSDK for all interfaces in diagnostic
(diag) mode, and is used in XGE in functional mode. The sequence is captured in
CSL/MCSDK v3.1.4.7 and later in the following function:

For PHY-A and PHY-B: CSL_SerdesAttBoostPatch()
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KeyStoneII.BTS_errata_advisory.45 PCIe link power states other than L0 are not supported on some
Keystone II SOCs

Revision(s) Affected 1.0, 1.1, 2.0

Details The PCIe controller is unable to detect when a receiver lane has entered the electrical
idle condition. This makes it impossible for the controller to correctly manage power-
down states for the lane. If a link power state change is initiated, either through Active
State Power Management (ASPM) or software control, the controller cannot complete
the steps necessary to enter and exit the new state. It will get stuck waiting for the
electrical idle status to change.

Workaround The PCIe lane power state is L0 when lane initialization is complete. To avoid this
problem, it must remain in L0 until the system is ready to power down. The system must
not direct the PCIe lanes to enter the L1 or L2 power states. The link partners of affected
receivers must not enter L0s, or transmit the Electrical Idle Ordered Set (EIOS) to
prevent the affected receivers from entering L0s.

To ensure the device stays in L0, the ASPM Control field (ACTIVE_LINK_PM) in the
Link Control Register (LINK_STAT_CTRL) should be set to 0 to disable ASPM. This
value should be set on both the Keystone II device and the link partner device.

TI recommends changing the advertised ASPM capabilities through the AS_LINK_PM
field in the Link Capabilities (LINK_CAP) configuration register. By default, this is set to
advertise L0s support. Changing this field to a value of 0 indicates no support for ASPM.

For Linux users, the PCIe controller is initialized with Power Management disabled by
default. Though Kconfig has the option to enable power management by configuring
PCIe being in PCIEASPM_PERFORMANCE or PCIEASPM_POWERSAVE, users must
not enable it.
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KeyStoneII.BTS_errata_advisory.46 Queue Diversion Failure

Revision(s) Affected 1.0, 1.1, 2.0

Details The problem affects the descriptor region ID stored in the linking ram when performing a
queue diversion.

When performing a push, the QM translates the pushed address to an index based on
the defined descriptor region definitions, and stores the region ID of the new descriptor
in the linking ram index of current tail descriptor (else the queue ram if the queue is
empty, or a push to head). On a pop, it uses the stored region ID to reconstruct the
descriptor address.

When a queue diversion “to tail” is performed, the QM updates the region ID field in the
linking ram entry of the destination queue’s tail descriptor to point to the linking ram entry
of the first source descriptor. In cases where the destination queue is not empty, this bug
causes this region ID field in the internal queue ram for the destination queue to be
updated instead of the linking ram. If, however, the region ID for the descriptors in both
source and destination queues are the same, the result is a correct queue diversion,
though the bug is still present.

When a queue diversion “to head” is performed, the QM updates the destination queue
ram to point to the first source descriptor; this is not affected by the bug.

Finally, the QMSS Accumulator firmware has a queue diversion feature that writes to the
QMSS Queue Diversion register. Applications using this feature should check to see if
the conditions for a problematic queue diversion exist. The other features of the
Accumulator firmware are unaffected.

In summary, only queue diversions sharing all of the following attributes are affected:
• Queue diversion “to tail”
• Destination queue is not empty
• Region IDs for the descriptors in the source and destination queues are different

Workaround
1. Limit queue diversion to “divert to head” only. Select this workaround if the order of

descriptors in the destination queue is not important.
2. Limit queue diversion to source and destination queues containing descriptors from

the same descriptor region. Select this workaround if descriptor order is important,
and it is not difficult to constrain diversions such that both queues contain descriptors
from the same descriptor region.

3. Perform a double divert: first, divert a non-empty destination queue to the head of the
source queue, then divert the source back to the destination queue. Select this
workaround if descriptor order is important, workaround 2) is not feasible, and other
processes are not pushing to the destination queue, which makes this workaround
prone to race conditions (the result being out-of-order descriptors).

4. Test the destination queue for queue empty prior to diversion. Select this workaround
if all others are not feasible, because a) it adds a small amount of overhead, and b) it
is also subject to race conditions if other processes may push to the destination
queue.
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KeyStoneII.BTS_errata_advisory.47 SGMII, SRIO, Hyperlink, and PCIe Boot Failure

Revision(s) Affected 1.0, 1.1, 2.0, 3.0

Details SGMII, SRIO, Hyperlink, and PCIe boot may fail on certain devices because their
SerDes links fail.

The Ethernet, SRIO, Hyperlink, and PCIe interfaces contain a Serializer/Deserializer
(SerDes) unit. The SerDes requires a base configuration for operation, which includes a
series of register writes to its memory mapped range.

The setting for the DFE comparator bandwidth, DFE_BW_SCALE, was selected to 1/2
speed to optimize lane power versus performance. However, this selection results in
insufficient RX margin across process, voltage, and temperature variation, causing a link
to fail on certain devices. The proper setting to cover devices across all PVT is full
speed.

The following boot modes utilize the SerDes unit: SGMII, SRIO, Hyperlink, and PCIe.
Because this setting is in ROM, it cannot be changed in the first stage, and boot
ultimately fails on certain devices.

Workaround Avoid using the affected boot modes; use an alternate boot mode from onboard memory,
such as SPI or NAND.

Use a first stage that configures the SerDes with a higher DFE_BW_SCALE value and
the switch subsystem before re-entering the boot ROM for an Ethernet boot. Examples
for two-stage booting can be found in the Keystone2 boot examples, and the reference
code for setting up the switch can be found in the PDK.
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KeyStoneII.BTS_errata_usagenote.1
SPI Boot Size Limitation, C66x Master Boot

Revision(s) Affected 1.0

Details The issue is within the Boot ROM. In C66x Master, SPI Boot Mode, the SPI Boot Size is
limited by the Boot ROM to a single block.

In SPI Boot Mode, the SPI Boot Size is limited by the Boot ROM to a single block. The
max block read size is 8K bytes for C66x master boot.

Workaround A workaround is available that contains the fix in that first block read. The workaround
can simply be prepended to customer boot images when placed on the flash. To obtain
the workaround contact the TI E2E Forum or your local TI representative.
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KeyStoneII.BTS_errata_usagenote.2
ARM Core Hangs if Timer is Accessed While ARM Core is in Wait-In-Reset State

Revision(s) Affected 1.0, 1.1

Details While the ARM CorePac is held in Wait-In-Reset (WIR) state by the DEBUGSS, any
access to the timer memory mapped registers by the Code Composer Studio will cause
the ARM CorePac to hang.

Access to Timers associated with the ARM CorePac will hang when the ARM cores are
held in reset by the DEBUGSS (a LRESET applied to the ARM CorePac). This scenario
would happen typically in CCS code development environment when bringing up the
CCS with all cores held in wait-in-reset. If there is a memory window that points to the
Timer configuration space, the ARM CorePac will be hung.

NOTE: For a description of Wait-In-Reset, see the TI Embedded Processors
Wiki.

Workaround To avoid this issue, use the GEL command, GEL_MapReset() that masks (unmap) the
memory map configuration (including the Timer configuration space. Note that you
cannot access those Timer registers from the CCS memory window.) To view other
memory spaces, use the GEL_MapAddStr () to add them in.
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KeyStoneII.BTS_errata_usagenote.3
Debug System (DebugSS) Trace Buffer EDMA via System Port Not Functional

Revision(s) Affected 1.0, 1.1

Details Debug System (DebugSS) Trace Buffer (TBR) EDMA via System Port is not functional.

The TBR in the DebugSS is used to capture the output of CP-Tracers and System Trace
Module (STM). The trace data can be accessed by debugger or application from either
the configuration port or the system port. The system port is ideal for another master
such as EDMA to read the trace data to a larger memory region. This allows more trace
data to be captured into on-chip memory beyond the limited size of trace buffer.

The DebugSS TBR clock is integrated incorrectly in the design. Consequence of this is
preventing the usage of EDMA to drain the contents of TBR.

Workaround None for the EDMA use case from the system port. The TBR can still be accessed via
the configuration port.
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KeyStoneII.BTS_errata_usagenote.4
ARM Boot Can Fail When Interrupt Enabled

Revision(s) Affected 1.0, 1.1

Details ARM boot can fail when an interrupt is pending when interrupts are enabled.

From the ARM Boot ROM code, the “Enable interrupts” code below in the ROM is not
implementing correctly.

******************************************************************************
* Enable interrupts
******************************************************************************

.def _chipEnableInts

_chipEnableInts:

cpsie i
bx lr

If an interrupt is pending when the cpsie instruction executes the interrupt is immediately
taken. The interrupt code executes normally, and even returns with the correct mode.
However the next instruction, bx lr, does not execute. The code simply continues into the
next instruction, which happens to be a data value. This results in an invalid instruction
exception.

For devices including the C66x CorePac:

In a case of the C66x boot master and a RESET is applied, the RESET resets the ARM
PLL causing the ARM boot code to execute very slowly. The system PLL was reset
isolated and executed very quickly. The C66x boot code was loaded, and this code
poked the IPC interrupt to wake up the ARM, but the slow ARM was still setting up
translation tables. If there is an interrupt pending, the interrupt is taken when the
interrupts were enabled.

This could also happen when the ARM is the boot master in the PCIe and Hyperlink boot
modes. If the remote end generates an interrupt immediately after link detection it is
possible that the ARM code has not yet reached the cpsie instruction. But in both of
these modes, the ARM PLL will be enabled and the race is very short.

The consequence of this is that the ARM generates an invalid instruction exception.

Workaround Delay interrupts to the ARM for a few ms. This applies mostly to ARM core 0. Secondary
ARM cores are usually woken up without an interrupt, however the same code can
execute if the secondary ARM core wakes up and does not see a branch address, and
in which case it enables interrupts and idles.
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KeyStoneII.BTS_errata_usagenote.5
Boot I2C Frequency Incorrect

Revision(s) Affected 1.0, 1.1, 2.0

Details The issue is within the Boot ROM. Initial boot I2C frequency incorrect on RESET reset.

For I2C boot, the code to determine the device frequency assumes that the PLL is in
bypass. This is true for power on reset, but for RESET, with the PLL reset isolated this is
incorrect. The code should check to see if the PLL is enabled and if it is, it should return
the e-fuse device frequency.

On a normal POR or RESETFULL, boot with I2C as the boot master, the boot code will
correctly assume the system is running at 312 MHz (max possible) and scale the I2C
clock to run at 20 KHz. So the actual frequency will scale based on the actual reference
clock. After boot execute a RESET, the initial frequency will be much higher, running
faster by a multiple equal to the actual effective PLL multiplier value.

For example if the actual reference clock is 50 MHz and the device frequency is e-fused
for 1400 MHz, the initial I2C will read using a data clock of 20 * 50 / 312 = 3.2 KHz. After
a RESET reset, with the PLL reset isolated, the initial read will be at 20 * 1400 / 312 =
89 KHz. This will work with almost all I2C devices that are compliant to the 100 KHz bus
standard specified in the original I2C specification. This represents the worst case for
these devices.

Workaround None.
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KeyStoneII.BTS_errata_usagenote.6
Access to DDR3 Without Configuring PHY Properly Can Cause Hang

Revision(s) Affected 1.0, 1.1, 2.0

Details If the DDR3 is not configured properly before the CorePac issues an access to DRR3,
the device could lock up.

If the DDR3 PHY Utility Block (PUB), DDR3 PHY and the EMIF Controller are not
configured or improperly configured, any access to the DRR3 memory space is issued
by the CorePac, including opening a memory window view from the Code Composer
Studio (CCS) that is pointed to the DDR3 memory space, the device could lock up.

Workaround It is recommended that before issuing an access to the DDR3, the device must properly
initialize the DDR3 PUB, DDR3 PHY, and EMIF controller.

Refer to the KeyStone II DDR3 Programming Sequence documented in the KeyStone II
DDR3 User Guide (SPRUGV8) or the KeyStone II DDR3 Initialization Sequence
document (SPRABL2).
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KeyStoneII.BTS_errata_usagenote.7
C66x CorePac and ARM CorePac AVS Rails

Revision(s) Affected 1.0, 1.1, 2.0

Details Separating the AVS rails for the C66x CorePac and the ARM CorePac exhibits a
transient voltage on the ARM CorePac.

There are two different AVS rails specified on these devices, one for the C66x
CorePacs, CVDD, and one for the ARM CorePac, CVDDT. On PG 1.0 silicon, an issue
with transient voltage of the ARM CorePac is observed by TI test engineering if these
two rails are supplied separately.

Workaround On PG 1.0 silicon, TI recommends that both AVS rails must be tied together.

On PG 1.1 silicon, these two rails are tied together internally.
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KeyStoneII.BTS_errata_usagenote.8
AIF2 LTE 3MHz and 1.4MHz Support Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details AIF2 requires the packet length to be divisible by 4 due to the OBSAI message
restriction but LTE 3MHz and 1.4MHz symbol length do not satisfy the requirement due
to the cyclic prefix (CP) length in normal cyclic prefix case as shown in Table 15.

Table 15. Cyclic Prefix Length for Each LTE Bandwidth

Channel
Bandwidth

FFT
Size

Sampling
Rate

Long CP
Length

Short CP
Length

Extended CP
Length

Total Number of
Sample sper

Subframe
20 2048 30.72 160 144 512 30720
15 1536 23.04 120 108 384 23040
10 1024 15.36 80 72 256 15360
5 512 7.68 40 36 128 7680
3 256 3.84 20 18 64 3840

1.4 128 1.92 10 9 32 1920

Workaround AIF2 is only a data streaming engine and doesn't care the content nor the real length of
a LTE symbol. AIF2 can be set to have only one jumbo packet per slot for both ingress
and egress. As AIF2 is a real-time data streaming engine, it writes the data out as it
receives and only reads data when it needs to transmit. Therefore, to minimize impact
on system latency:
• On ingress, the symbol processing is not triggered upon receiving the jumbo packet,

instead it is triggered based on AT event. As AT event doesn't have association with
the availability in memory, application needs to program AT event with enough offset
to the actual symbol timing to guarantee the data availability in memory.

• On egress, no need to produce the entire jumbo packet before pushing the packet to
AIF2, symbols can be produced on symbol basis with enough margin before AIF2
needs it. The margin is related to the pre-fetch buffer size set in AIF2.

Figure 11 shows detailed description on Ingress:

Figure 11. Symbol Processing on Ingress
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Pre-configure a set of descriptors that point to the correct offset in jumbo packet for each
symbol, store the descriptors in the FFTC Tx FDQ or an array. AT event trigger the
EDMA to pop and push the descriptors from FFTC Tx FDQ to FFTC Tx Q. EDMA needs
to pop the descriptor from the Tx FDQ and push to the FFTC Tx Q. If the AIF2 output
packet PS words are needed, then it will need to be copied by EDMA before pushing the
descriptor to the FFTC Tx Q. If using AT event to trigger EDMA, after pushing the
descriptor, EDMA needs to clear the CP_INTC to prepare the subsequent AT event
trigger. As there is no real need for the AIF2 output queue itself, AIF2 Rx Q can be set to
be the same queue as the Rx FD, Therefore no need to recycle the AIF2 output
descriptor.

Detailed description on Egress is shown in Figure 12.

Figure 12. Symbol Processing on Egress

Assuming FFTC generates the packet, FFTC Rx FDQ needs to be prepared such that
the descriptors point to the right position of the AIF2 jumbo packet for each symbol.
Once every jumbo packet period, the jumbo packet descriptor can be pushed to AIF2 Tx
queue. This can potentially be done by CPU as it is likely that it could be aligned with
LTE DL symbol processing. As there is no real need for the FFT output descriptor itself,
FFTC Rx Q can be set to be the same queue as the Rx FDQ, Therefore no need to
recycle the FFTC output descriptor.
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KeyStoneII.BTS_errata_usagenote.9
Core Wake Up on RESET Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details Execution may start only on some CorePacs if CCS is connected to the device and reset
is applied via the RESET pin on the device. In order to make sure that all the CorePacs
wake up after reset via RESET pin, the device needs to be completely disconnected
from the CCS before applying reset via RESET pin.

Some of the CorePacs do not wake up on RESET reset when the device is connected
via CCS. When the device is connected via CCS the device stays in the emulation
debug state. If the RESET reset is applied while the device is in the emulation debug
state it causes some of the CorePacs to go into an unknown state and they don’t start
execution.

Resets using POR and RESETFULL do not exhibit this behavior.

This does not affect the normal usage of the device when CCS/emulator is not
connected to the device since the device is not in emulation debug state when reset is
applied using the RESET pin. This behavior can only happen in the lab environment
where the CCS/emulator is connected to the device.

Workaround Below is the sequence which must be followed to completely disconnect the device from
CCS before applying RESET:
1. “Free Run” all the CorePacs
2. Disconnect all the CorePacs from CCS
3. Apply RESET

Steps 1 and 2 insure that all the debug states are cleared in the device. This will allow
the CorePacs to wake up correctly on reset via RESET. Bypassing either step 1 or 2 will
result in CorePacs that do not begin execution after reset.
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KeyStoneII.BTS_errata_usagenote.10
I2C Bus Hang After Master Reset Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details It is generally known that the I2C bus can hang if an I2C master is removed from the bus
in the middle of a data read. This can occur because the I2C protocol does not mandate
a minimum clock rate. Therefore, if a master is reset in the middle of a read while a
slave is driving the data line low, the slave will continue driving the data line low while it
waits for the next clock edge. This prevents bus masters from initiating transfers. If this
condition is detected, the following three steps will clear the bus hang condition:
1. An I2C master must generate up to 9 clock cycles.
2. After each clock cycle, the data pin must be observed to determine whether it has

gone high while the clock is high.
3. As soon as the data pin is observed high, the master can initiate a start condition.
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KeyStoneII.BTS_errata_usagenote.11
Minimizing Main PLL Jitter Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details Once the boot is complete, it is highly recommended that software reconfigure the Main
PLL to the desired frequency, even if it is already achieved by the initial settings. To
minimize the overall output jitter, the PLLs should be operated as close as possible to
the maximum operating frequency. To maximize the VCO frequency within the PLL, the
PLL should be clocked to 2× the intended frequency and the PLL Output Divider should
be set to /2. The main PLL Output Divider should be set to divide-by-2 by the software
by writing 0b0001 to bits [22:19] of the SECCTL register (address 0x02310108) in the
PLL controller. A read-modify-write can be used to make sure other bits in the register
are not affected. This register is documented in the part-specific data manual.

NOTE: It is only after programming the SECCTL register to enable the divide-by-
2 that the following equation can used to program the PLL as specified in
the data manual.

CLK = CLKIN × ((PLLM+1) ÷ ((OUTPUT_DIVIDE+1) × (PLLD+1)))
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KeyStoneII.BTS_errata_usagenote.12
Packet DMA Clock-Gating for AIF2 and Packet Accelerator Sub-system Usage
Note

Revision(s) Affected 1.0, 1.1, 2.0

Details Clock-gating the AIF2 or Packet Accelerator Sub-system while it is writing RX packets to
memory can cause undefined behavior.

Workaround Disable/teardown all of the Packet DMA’s channels before clock-gating the module in the
PSC.
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KeyStoneII.BTS_errata_usagenote.13
Packet DMA Does Not Update RX PS Region Location Bit Usage Note

Revision(s) Affected 1.0, 1.1 (Fixed in PG2.0)

Details The Packet DMA inside each of the Navigator-compliant modules fails to update the
Protocol-Specific Region Location bit (bit 22 of Packet Descriptor Word 0) to a 1 when it
is writing an RX host-mode packet to memory with protocol-specific (PS) words located
in the start of the data buffer instead of the descriptor. This means that the software
cannot use this bit to determine if any PS information present is located in the RX packet
descriptor or at the beginning of the data buffer. The same problem will occur if the
packet is sent directly to another Navigator-compliant module, as that module will not be
able to determine the PS info location. This issue affects only host-type packets.

Workaround 1: Use monolithic-type packets only, thus eliminating the issue.

Workaround 2: Always place PS info in the descriptor instead of in the data buffer so that the PS
location bit is always 0 and the issue does not apply.

Workaround 3: The software is responsible for configuring the Packet DMA RX flow tables, which
include the PS location each flow will use. Thus, for packets sent to the DSP (not to
another module directly), the software can be designed to keep track of the PS info
location so it does not have to rely on the bit in the RX packet descriptor. This can be
accomplished in many different ways. The following are a couple of examples:
• The software can always use the same PS location setting. This eliminates the need

to find out the location from the RX descriptor.
• The software can place some form of identifier in one of the user-defined tag fields in

the TX descriptor and configure the Packet DMA to pass that information through to
the RX descriptor. The software can then use the identifier along with previously
stored information to determine the PS info location.
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KeyStoneII.BTS_errata_usagenote.14
Queue Proxy Access Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details When there are multiple DSP cores potentially accessing the Queue Manager, the
Queue N register A, B, C, and D should be accessed in the same burst. However, the
C66x CorePac cannot generate bursts larger than 8 bytes. The Queue Proxy is designed
to allow the C66x CorePac to push/pop descriptors using multiple transactions. However,
when the C66x CorePac uses the Queue Proxy region for push and pop, the Queue
Proxy may mix the transactions from non-CorePac system masters. This may lead to an
error transaction, which causes a system deadlock.

Workaround The C66x CorePac should not use the Queue Proxy region to push/pop descriptors. The
C66x CorePac should use VBUSM region (base address starts from 0x34000000) to
push descriptors. When Queue N register C is needed for a push, the C66x CorePac
should issue a DoubleWord write to generate an 8-byte burst write to Queue N register
C and Queue N register D. When device is little endian mode, the Queue N register C
and Queue N register D value need to be swapped. The C66x CorePac should use the
VBUSP region (base address starts from 0x02A00000) to pop Queue N register D only.
When packet size, byte count, and queue size information are needed for a certain
queue, C66x CorePac should use the queue peek region to get the information.
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KeyStoneII.BTS_errata_usagenote.15
VCP2 Back-to-Back Debug Read Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details In a debug scenario, back-to-back config bus reads from VCP2 where the first read is to
an invalid VCP2 address and the second read is to a valid register are not supported
and the second read will not return valid data. Emulation (CCS memory window)
accesses do not use back-to-back reads and are not affected.

Workaround Either guarantee that invalid VCP2 config bus accesses do not occur or do not perform
back-to-back VCP2 debug (config bus) reads from DSP software. A single cycle
between reads is sufficient for proper operation.

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D


Silicon Updates www.ti.com

84 SPRZ399D–June 2013–Revised May 2017
Submit Documentation Feedback

Copyright © 2013–2017, Texas Instruments Incorporated

TCI6636K2H Multicore DSP+ARM KeyStone II SOC Silicon Revisions 1.0,
1.1, 2.0, 3.0, 3.1

KeyStoneII.BTS_errata_usagenote.16
AIF2 CPRI FastC&M Restrictions Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Summary: This usage note describes some hardware (HW) limitations and restrictions of the AIF2
Fast Ethernet CPRI control word channel operation. This includes one HW limitation
about Fast Ethernet SSD (Start of Stream Delimiter) handling. This usage note also
explains the HW restrictions of 4B5B encoded data nibble level swapping, Hyperframe
boundary delimitation and Ethernet packet CRC32 usage.

1.CPRI Fast Ethernet Preamble Issue

Details: IEEE 802.3 Fast Ethernet spec Start-of-Stream Delimiter chapter states: A Start-of-
Stream Delimiter (SSD) is used to delineate the boundary of a data transmission
sequence and to authenticate carrier events. On transmission, the first eight bits of the
MAC preamble are replaced by the SSD, a replacement that is reversed on reception.

TI AIF2 Protocol encoder does not overwrite the first 8 bits of the MAC preamble.
Instead, it appends eight bits SSD at the end of preamble and this is a violation of 802.3
spec.

Workaround: The best solution for this problem is to turn off the Ethernet header append/strip feature
from the AIF2 PE/PD. Instead, use software (SW) to append/strip the six bytes pre-
amble and one byte SOF. In this case, SSD will be attached by 4B5B encoder and 4B5B
encoding option should be enabled regardless of Ethernet header append/strip feature
status. With this approach, the CRC generation/checking feature in AIF2 must also be
disabled since there is no way to prevent the CRC calculation over the Ethernet header.
SW would need to implement this CRC in addition to the Ethernet header. This should
be applied to both Egress and Ingress configuration.

2.CPRI Fast Ethernet 4B5B encoded data nibble level swap

Details: CPRI spec does not clearly describe how 4B5B encoded data is to be transferred with
regards to the ordering of which bit or nibble data block from Ethernet MAC. AIF2 HW
natively supports big endian data order and it supports bit level swap within byte before
4B5B encoding or after 4B5B encoding (from Rev 2.0), but it does not support 5-bit
nibble level swap for 4B5B encoded data (AIF2 transfers MSB 5 bit first and LSB 5 bit
last) which have been found to be required by some Remote Radio Head products.

Workaround 1: Use NULL delimiter instead of 4B5B encoding. This is only allowed when RRH can
accept NULL delimiter as an alternative.

Workaround 2: Use an FPGA between AIF2 and RRH where FPGA performs nibble level swap for
4B5B encoded data.

Workaround 3: Modify RRH HW to accept current 4B5B encoded data from AIF2 (MSB 5 bits first and
LSB 5 bits last).

3.CPRI Fast Ethernet Hyper-frame boundary delimitation restriction

Details: AIF2 has a special CPRI control word and packet encoding option “Hyper-frame
boundary delimitation” and packet boundaries are inferred to be on Hyper-frame
boundaries. This feature does not work with DMA layer of AIF2; resulting operation can
cause the Protocol Encoder to misalign the data into the CPRI hyper-frame. The user
may see one or two quad word amounts of unexpected data shift if there is any minor
delay on DMA layer.
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Workaround: Use “NULL” or “4B5B” for packet encoding option instead of Hyper-frame boundary
option.

4. CPRI Fast Ethernet CRC generation feature restriction

Details: AIF2 supports CRC generation by HW for CPRI Fast Ethernet and all CRC8, CRC16,
and CRC32 are supported.

For CRC16 and CRC32, the CPRI Fast Ethernet Generation requires the Ethernet
packet size to be a multiple of four bytes. If the packet size is not a multiple of two bytes
for CRC16 or four bytes for CRC32, the HW will generate an invalid CRC value.

Workaround: Use CRC8 option, if the packet size is not a multiple of two bytes for CRC16 and four
bytes for CRC32.

http://www.ti.com
http://www.go-dsp.com/forms/techdoc/doc_feedback.htm?litnum=SPRZ399D


Silicon Updates www.ti.com

86 SPRZ399D–June 2013–Revised May 2017
Submit Documentation Feedback

Copyright © 2013–2017, Texas Instruments Incorporated

TCI6636K2H Multicore DSP+ARM KeyStone II SOC Silicon Revisions 1.0,
1.1, 2.0, 3.0, 3.1

KeyStoneII.BTS_errata_usagenote.17
Initial Voltage Level Setting of CVDD Rail Power Supplies Usage Note

Revision(s) Affected 1.0, 1.1, 2.0

Details Users are required to program their board CVDD supply initial value to 1.0 V on the
device. The initial CVDD voltage at power-on will be 1.0 V nominal and it must transition
to VID set value, immediately after being presented on the VCNTL pins. This is required
to maintain full power functionality and reliability targets guaranteed by TI.

SmartReflex voltage scheme as defined by the device specific data manual and
Hardware Design Guide for KeyStone II Devices is required.
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KeyStoneII.BTS_errata_usagenote.18
DEBUGSS CTTBR ID Period Functionality Issue

Revision(s) Affected 1.0, 1.1

Details When more than one trace stream is captured in the CT-TBR module, the trace
formatter feature must be enabled. Trace Formatter must be capable of embedding the
Trace ID of the captured data along with the data in a formatted frame.

In order for trace decoder to decode such data when the trace capture buffer has
wrapped around, the Trace ID of a source has to be regularly seen in the formatted
frames. This is to allow the trace decoder to associate the trace data with a particular
trace ID.

When the trace ID of a source does not change for a long time, the CT-TBR module
supports a function whereby it repeats the Trace ID every nth formatted frame where n is
a programmable value. This feature does not work meaning that a trace decoder may
not be able to properly associate trace data with a trace source that produced it.

Workaround There is a workaround to enable internal trace source inside the CT-TBR known as the
Sequence ID generator. This works because the trace ID seen by the trace formatter
changes frequently allow such as trace decoder always can associate trace data with a
particular source of the data.
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KeyStoneII.BTS_errata_usagenote.19
Boot Mode Change by Writing to DEVSTAT Register Does Not Survive Warm
Reset

Revision(s) Affected 1.0, 1.1, 2.0

Details Boot mode cannot be changed by writing to DEVSTAT register.

The current implementation of the bootmode logic does not allow software changes to
the bootcfg register (DEVSTAT) to survive a warm reset. Instead during a warm reset,
the current logic resets the bootcfg register to the value that was latched during the last
power on reset. Therefore, any subsequent software configurations after the last power
on reset to the DEVSTAT register will be overwritten by the assertion of warm reset.

Workaround None
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KeyStoneII.BTS_errata_usagenote.20
HyperLink 0 and HyperLink1 PRIVIDs Not Generated by the HyperLink IP

Revision(s) Affected 1.0, 1.1

Details Hyperlink0 and Hyperlink1 PRIVIDs are not generated by HyperLink IP (they are
supposed to be derived from the transaction address and internal mapping registers).
They are instead generated by the programmable PRIVID set from SECMGR. This will
impact the way the MPAX, MPUs, security firewalls are programmed for Hyperlink
accesses.

In the secure device HyperLink 0 and HyperLink1 PRIVIDs are fixed and driven by
SECMGR (0xE is default).

Workaround None
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KeyStoneII.BTS_errata_usagenote.21
USB EP15 Not Supported

Revision(s) Affected 1.0, 1.1

Details The USB EP15 in and out endpoint cannot be used in host or device mode.

Workaround None
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KeyStoneII.BTS_errata_usagenote.22
C66x Boot ROM Does Not Detect a Local Reset Properly

Revision(s) Affected 1.0, 1.1, 2.0

Details When the C66x CorePac is a boot master, the C66x boot ROM does not detect a local
reset correctly and it will execute the boot ROM code as if it was a global reset.

Workaround None
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KeyStoneII.BTS_errata_usagenote.23
BOOTCOMPLETE Not Functional when ARM CorePac is a Boot Master

Revision(s) Affected 1.0, 1.1, 2.0

Details When ARM CorePac is a boot master, the BOOTCOMPLETE pin will not go high as is
expected when all the ARM CorePacs have exited the boot code.

Workaround None
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KeyStoneII.BTS_errata_usagenote.24
Clock Alignment Issue When in Reset Isolation Mode

Revision(s) Affected 1.0, 1.1, 2.0

Details When the SOC is supporting SRIO reset-isolation or SRSS reset-isolation and there is a
chip reset, the alignment between SRIO, SRSS and the rest of the chip clocks is not
guaranteed.

Workaround This issue can be worked around by configuring both SYSCLK1 and SYSCLK2 coming
out of the PLLCTRL module as reset isolated sources. If both those clocks are
configured as reset isolated, then the device will be able to support reset isolation for
both SRIO and SRSS, with the caveat however of additional power consumption during
the time the chip is held in reset, because when the SYSCLK clocks are reset isolated
they will not default to the bypass clock while reset is applied and instead will keep
running at the frequency they were set prior to reset. The SYSCLK1 and SYSCLK2
become reset isolated by writing a ‘1’ to the following PLLCTRL MMR bits:
PLLCTRL.RSISO[1:0]. (Refer to the PLL Controller User Guide.)
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KeyStoneII.BTS_errata_usagenote.25
USB Hangs When Doing a Master Access to Reserved Space

Revision(s) Affected 1.0, 1.1, 2.0

Details When accessing the reserved space using USB AXI on HOST side (by providing the
reserved address value to Device Context Base Address Array Pointer) and Host does
not provide any interrupt to SW, however it sets the bus_error status flag in USBSTS
and GSTS. Hence the USB HOST cannot convey AXI Bus error directly to SW. SW has
to make sure that if it does not get the proper response from the USB HOST, it should
check the USBSTS/GSTS registers for possible error. On Device side, events generated
by USB Device after data transfer, has information about AXI bus error.

Workaround Avoid accessing to reserved space.
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KeyStoneII.BTS_errata_usagenote.27
Device Hang if 10GbE PCS Registers are Accessed After Performing a 10G Lane
Reset

Revision(s) Affected 1.0, 1.1, 2.0

Problem Summary: The 10GbE Physical Coding Sublayer (PCS) used in the 10GbE interface may hang the
device if access is attempted to its memory mapped registers (MMRs) after performing a
SerDes lane reset.

Details The PCS registers may be inaccessible after performing a 10G lane reset. Lane resets
are not needed after initialization in normal operational mode, but they are used if a lane
rate re-negotiation is required. This inaccessibility is rooted in a component within the
PCS called the ‘bridge’. This bridge connects the PCS memory-mapped registers
(MMRs) to the VBUSP interface. The bridge reset is toggled whenever either of the
lane_OK status from the 10G PHY-B SerDes is pulled low. This reset can cause the
bridge interface to lock-up and render the PCS registers inaccessible if the bridge
interface had been previously accessed. If a core attempts to access the PCS registers
while the bridge interface is locked-up, that core will hang.

Workaround No software workaround has been identified for this issue. It is suggested that if a lane
reset has been asserted/de-asserted after 10G PHY-B Serdes initialization, that all cores
refrain from accessing the PCS register space.
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KeyStoneII.BTS_errata_usagenote.28
SerDes Fails to Adapt RX BOOST Equalization

Revision(s) Affected 1.0, 1.1, 2.0

This problem impacts the following high speed interfaces on all current Keystone-II
devices. Refer to the device data manual for applicability. It does not impact 10GbE
operation.

Table 16. SerDes peripherals impacted by RX Boost equalization problem

Interface Data Rate Notes

AIF2 >4.9Gbps 8b/10b symbols are used during data transport. There
is no link training

AIL >4.9Gbps 8b/10b symbols are used during data transport. There
is no link training

Hyperlink >6.25Gbps 8b/10b symbols are used on Hyperlink only during link
training

JESD >4.9Gbps 8b/10b symbols are used during data transport. There
is no link training

PCIe 5Gbps 8b/10b symbols are used during data transport. There
is no link training

SRIO 5Gbps 8b/10b symbols are used during data transport. There
is no link training

Problem Summary: The SerDes on some peripherals will not automatically adapt its RX equalization when
provided with certain data encodings common to that peripheral’s electrical standard.

Details The TI SerDes contains an adaptation algorithm that allows the RX equalization blocks
to adapt their parameters to the SerDes data channel. The adaptation algorithm sets the
optimal values for the ATT, BOOST, and DFE blocks in order to equalize the signal,
maximize margin, and minimize channel distortion. For higher data rates (i.e. 5Gbps and
greater), the high frequency gain provided by the BOOST block is generally considered
necessary to compensate for the low-pass characteristics of data channels and widen
the data eye.

Figure 13. RX Path Block Diagram
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The SerDes BOOST block was designed to require a specific set of patterns in order to
best adapt its parameters to the channel. If these patterns are not found, the BOOST
adaptation algorithm will not update the internal block settings and/or may incorrectly
update these settings. The required data pattern is a series of six 0'-s followed by a 101
pattern. This pattern must occur numerous times on both odd and even bit alignments.
This data pattern is not present in the 8b/10b coded symbols that are sent over many of
the high speed peripheral links.

The data pattern is present in longer length PRBS patterns such as PRBS-23, and
PRBS-31 used by the SerDes internal BIST hardware used during BER testing. The data
pattern that is required is not present in the symbols used in initial Hyperlink training or in
the other high speed SerDes interfaces during data transport.

If the BOOST has not been properly adapted for the received signal, then there is a
chance that the SerDes will be unable to recover the RX data or the error rate may be
higher than expected.

Workaround The recommended workaround is to not use the RX equalization auto-adaptation
mechanism with the impacted interfaces at higher data rates. As an alternative, a user
can hardcode the optimal ATT and BOOST values for their channel.

These optimal ATT and BOOST values must be determined by the user through one of
two options:
• Perform BER test with PRBS sequence and sweep across all values of ATT/BOOST

while using a fixed set of TX parameters that have already been optimized. Use
optimal ATT and BOOST value permutation that has the most margin. This is the
value permutation that is both error-free and “farthest” from permutations with errors.
• The SerDes DIAG tests can be found under
<TI_PDK_INSTALL_DIR>\packages\ti\diag\serdes_diag in the latest CSL/PDK
release and can be configured to perform this test.

• Perform a test where a PRBS data pattern is presented to the RX and the
ATT/BOOST are allowed to auto-adapt. This method can also be used to identify the
optimal ATT and BOOST value permutation that has the most margin.

The optimal ATT and BOOST values found by one of the two above methods can be
hardcoded into the SerDes upon initialization.
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